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1997 John P. Davis Award

The Impact of Machining
Techniques on Centrifugal
Compressor Impeller
Performance

A large proportion of modern centrifugal impellers are machined from solid forgings
rather than made from cast metal. The CNC milling process offers options to manufac-
turers to minimize manufacturing costs while also enhancing the performance of the

P. R. N. Childs

Thermo- Flmd Mechanics Research Centre,
University of Sussex,
Sussex, United Kingdom

M. B. Noronha impeller. Efficient manufacturing can result in cutter tool marks and paths and associated
Turbocam. Inc roughness remaining on the hub and blade surfaces of impellers as a result of minimizing
Dover. NH passes and maximizing the cut. The goal of manufacturers is to allow these marks to be

as deep as possible to minimize machining costs, but without any negative effects on
performance, and possibly even enhancing it. There are existing modeling methods that
predict the influence of roughness on compressor performance using the definition of an
equivalent sand grain roughness. The purpose of this study is to relate the performance
directly to the tool mark characteristics that are by-products of machining, namely cusp
height, cutter path roughness, and orientation of the cutter path relative to the local flow
velocity, to review the current modeling techniques for predicting the influence of surface
condition on compressor performance and to show the scope for optimization of manu-
facturing and performance considerations.

1 Introduction

CNC milling of centrifugal compressor impellers is a mature
technology that is ideal for rapid prototyping and low-quantity
pre-production, and may sometimes be economical for large pro-
duction runs. Casting, the alternative process, is cheaper for larger
quantities, but inferior in accuracy, consistency, and structural
integrity. For example, automotive turbocharger impellers have
traditionally been cast due to economies of scale. The cost ratio of
cast to milled impellers would be at least 1:20. For production runs
of a few hundred, the cost ratio falls between 1:1 and 1:2. For runs
of fewer than 50 parts, the ratio could be 2:1, and when delivery is
taken into account, casting may not be a viable option. For large,
high-performance centrifugal compressors, structural integrity
(stress, fatigue, and frequency response) demands the use of forged
billets, and therefore milling. With CNC manufacture, accuracy
and consistency can be achieved in all directions, irrespective of
the size or location.

The manufacture of compressor impellers, whether by casting or
machining, results in an inherent surface roughness (see Figs. 1
and 2). The form of roughness depends on the manufacture pro-
cess. For casting, a sand-grain-type roughness results, while for
machining, the surface roughness is composed of two elements:
the cusp height and the cutter path roughness (see Fig. 2). The
centerline average roughness is defined, with reference to Fig. 1,
by Egs. (1) and (2): (1) (2)

)
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Numerous investigations have been undertaken on the effect of
Reynolds number on centrifugal compressor performance. Several
of the resulting methods relate the frictional losses in the impeller
directly to the friction factor for internal flows. As the friction
factor is dependent on both the Reynolds number and the relative
surface roughness ratio, the influence of surface roughness can be
quantified, albeit not entirely reliably. A complication in using
these methods is that the definition of sand grain roughness does
not relate to CNC machined impellers due to the formation of
cusps in machining and the variation in surface finish across the

‘geometry of the impeller from say a “smooth” finish on the suction

blade to the deliberately “cuspy” hub profile. CNC software typ-
ically calculates the roughness based entirely on cusp geometry
(see Fig. 2). An additional parameter is the orientation of the cusps
or machine cutter path relative to the.local flow velocity (as
illustrated in Figs. 3 and 4). OptunI OGLpath only may

_result in the cusp orientation. detually increasing bfhe level of

over-tip leakage to the d inent of the overall perfounance
Opportunity exists, giveri inderstanding of surface condition ef-
fects, to specify the su1face finish of each region qffgle impe] Jer for
optimum performance and manufacture cogs*’\k

2 CNC Impeller Manufactx’uﬂg N

CNC milling can be undertaken using a range of threg agd a half
9, to over
b 1ng pendent on
nd: the“resources and

N"“‘T«t«m;m

$2,000,000 in cost (1996 pflces) the ch01
the complexity of the impeller* geometr
know-how of the manufacturing compaiy:

In addition to the impeller blade coordinates (the impeller ge-
ometry must be clearly specified to the manufacturer (Turbocam,
1996)), several critical features must be specified by the customer
or negotiated between the manufacturer and the customer. Chief
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Fig. 1 Centerline average roughness definition )

among these are the blade-to-hub fillet radius, the smallest passage
in the impeller, and the blade and hub surface finishes. While it is
typical for manufacturers to estimate the cost of a part based on its
outside diameter, wise choices of these features can make a huge
difference in manufacturing time and cost.

2.1 The Blade-to-Hub Fillet. The designer has to choose a
convenient balance between the needs of aerodynamic perfor-
mance and stress and vibration resistance. A fixed radius fillet is
usually the easiest to machine, especially when the radius is the
same as that of the tool ideally suited to machining the blade.
Variable fillet radii, Fig. 5, increase programming time, but min-
imally affect machining time for parts in production.

2.2 The Smallest Passage. The length of a splitter blade is
often based on flow considerations. It is common for the fillet
radius between the splitter and the adjacent full blade to become
the real defining limit for the location of the splitter leading edge.
If this fillet radius is not kept to a reasonable size, it may have a
major impact on the engineering costs and the production cost of
the impeller. It should be no lower than the general fillet radius
around the rest of the blades. The smallest distance between
consecutive blades is the normal distance from one blade to
another, and this is usually not in the circumferential direction, Fig.
6.

It is common machining practice to leave 0.25 to 1.25 mm
(0.010 to 0.050 in.) on a surface during the rough milling opera-
tion, depending on the size of the part. This is removed during the
final finishing operations. Although it is possible to machine a part
while allowing considerably less than ideal finishing stock, this
may lead to damaged parts, gouged surfaces, roughness, and
severe increase in manufacturing costs. Fillet radii should be
specified that allow for some finishing stock in addition to the
diameter of the tool that is expected to pass through a passage (the
narrowest throat distance between blades).

The fillet radius and the smallest passage width determine the
size of tools that have to be used on the part. Very small tools
require high spindle speeds, which may dictate the use of a specific
milling machine, raise manufacturing costs, and restrict manufac-
turing options.

2.3 Surface Finish., Typical blade surface finishes are in the
range of 1.6 um. Hub surfaces may vary from 0.8 to 12.5 um,

=

Fig. 2 Application of the centerline average roughness definition to
CNC bull nose cutter machining

though some go to 50 wm or more. Blades may be flank milled
(machined with the side of a cutter), or point milled (machined
with the tip of a cutter), or milled by some combination of these
methods. It is evident that flank milling takes less time than point
milling, as the latter requires far more machine time. Flank-milled
blades are less accurate, but may produce very satisfactory sur-
faces that are smoother than 1.6 um. Typical point-milled surfaces,
which are more accurate, have uniform roughness, which may
slightly exceed 1.6 wm. This can be reduced through increasing
machining time or by light polishing by hand, with a correspond-
ing rise in manufacturing cost.

When a hub is machined leaving high ridges (cusps) between
machining passes, a significant amount of time is saved in ma-
chining. When a hub is machined to a smooth surface, there may
be much additional time spent in machining; however, this time is
relatively low in cost, because hub machining is simple and low
risk, and can run in a “lights out,” unmanned mode. Thus, smooth
hubs cost extra, but the difference in cost may be affordable.

2.3.1 Limitations of Flank Milling. 'The vast majority of cen-
trifugal compressor impellers are designed with straight line ele-
ments defining the hub and tip locations, creating ruled surfaces.
The tool vectors required to follow these rulings must be mapped
to the motion of the five axes of a milling machine. While many
representations of the rulings and the tool motion to achieve them
can be expressed mathematically on a CAD model, the ability for
the milling machine to map the CAD model accurately may be
limited.

Flank milling requires the tool to follow the blade rulings, or a
slight modification thereof, accurately. This limits the ability of the
programmer to fit the program within a smaller machine envelope.
The larger machine needed is slower, and the dynamics that it
introduces may translate into what looks like chatter on the blade
surfaces. This “chatter” may appear along the line of contact of the
tool with the blade, and it may appear along the blade-to-hub fillet.
It can be reduced by careful programming, but in the end it is often
a unique signature of a given machine tool and its control system.
The worst aspect of this “chatter” is that it may leave ridges that go
from hub to blade tip, in a direction that may affect flow adversely.
The solution often chosen to combat this problem is “benching,” or
polishing by hand. Flank milling also requires very accurate tools
to be used. It is common to see striations on flank milled impeller
blades, that are caused by tool inaccuracies, deflections, and ma-
chine dynamics. These striations may or may not be large enough

Nomenclature

a = empirical constant k, = sand grain roughness, m U, = exducer tangential velocity, m/s
b, = exducer width, m m = empirical constant Af = change in friction factor

_¢ = semi-empirical constant r, = exducer radius, m Am = change in efficiency
D, = exducer diameter, m r, = element area, m> n = efficiency

f = friction factor R, = centerline average (CLA) rough- 7 = isentropic efficiency

f, = friction factor at known test condi- ness or arithmetic average (AA) 1, = efficiency at known test conditions

tions roughness v = kinematic viscosity, m*/s

f- = Reynolds number iﬁdependent fricc  Re = Reynolds number

v, = kinematic viscosity at inlet, m?%/s

tion factor Re, = Reynolds number at known test Mo = work done factor

H, = centerline height, m conditions

© = angular velocity, rad/s

s, = element area, m*
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Fig. 3 Cutter path offset from hub

to affect flow. They are typically not in the direction of flow, but
may be on curves parallel to the hub line.

Flank milling is also unable to machine a ruled surface blade
accurately. This is because a straight line element is being used to
machine what is actually a curved surface. The error is significant
on larger impellers and impellers with much twist on the blades.
On smaller impellers it may be negligible. There are many soft-
ware techniques that are used to minimize the error, but with
highly twisted blades the error will continue to exist. Whether this
error is of serious significance to the performance of the impeller
is not well known and will vary with the application.

It should be noted that flank milling cannot be used to machine
nonruled surfaces except with special techniques using specially
ground cutters. The vast majority of compressor impellers seen in
industry have ruled blades. This is mainly due to the lack of design
codes for development of nonruled surfaces, rather than unfavor-
able economics of manufacturing.

2.3.2  Limitations and Opportunities in Point Milling. The
evident disadvantage of point milling is the relatively large amount
of time taken to contour a blade surface compared to flank milling.
The typical flank milled blade has a 1.6 um finish on most parts of
the surface, with the exceptions of “chatter” referred to earlier.
This has become the de facto industry standard for smoothness.
Thus point-milled blades are usually expected to meet this stan-
dard, as designers rarely specify that a blade is to be milled in a
particular way.

Point-milled blades have several advantages: Smaller machines
may be used, with lower horsepower requirements, and the cutting
force applied on the blade is a small fraction of what is being
applied during flank milling. Deflections are smaller, and accuracy
higher. With such positives going for it, the bad news about cutting
times deserves to be challenged.

e Is 1.6 um necessary, or is it based on a subjective touch and
feel?

Fig. 4 Cutter path orientation assumed relative to an arbitrary meridi-
onal velocity

Journal of Turbomachinery

Table 1 Times in minutes per blade
SIZE (mm) 150 300 450 600
0.8um 325 | 1245 - -
1.6pum 25.9 99.1 193.8 -
3.2um 20.9 80.3 157.4 308.5
6.4pum 17.1 66.0 129.7 2547
12.5um 14.4 55.4 108.7 213.1
25um 12.4 48.2 95.0 187.4
50um 11.5 433 84.0 163.0

e If point milling is to be used, what machining patterns could
help or hinder flow?

e What is the threshold of roughness at which flow gets
affected at all?

Consider the machining patterns used to finish blades. The
standard approach would be to have all passes match the presumed
flow. This is wasteful in machining terms, as more passes are
required near the inducer, and fewer passes are needed near the
impeller exit. The most economical method of machining is to
make all passes parallel to the hub surface, so that all parts of the
blade have the same density of cuts. Now the passes no longer
match the presumed flow. The passes actually may direct flow
from the inducer toward the blade tip. If they do this, they may
increase tip losses, and adversely affect secondary flow. It will be
necessary to get test data to establish the threshold of roughness
where flow actually is being redirected by the cutter marks.

Cutter marks may affect fatigue life of the blades. In some
process compressors, flow passages with cutter marks may tend to
attract and retain deposits, reducing the flow area and accelerating
stress corrosion on the substrate metal. These effects are beyond
the scope of this study.

Table 1 lists the estimated cutting times that would result from
using different kinds of finishes on point milled blades. These
estimates are based on cutting four scaled centrifugal impellers
made from 17-4 PH stainless steel.

Cutting times do not increase directly with lengths of cutting
programs, as cutting feed-rates also increase as the cuts get
smaller. The limiting factors in cutting speed are the dynamics of
the milling machine and its control system. This estimation uses a
feed-rate of 250 mm/min for 50 wm cuts and 625 mm/min for 0.8
pm cuts. Cutter paths optimized as shown in Fig. 3 are assumed.
The next estimation (Table 2) is made by applying a market price
of $100 per hour for 50 pwm cuts and $70 per hour for 0.8 wm cuts
to an impeller with 16 blades. The range of prices reflects the
relative ease and risk of high and low depths of cuts in finishing.

The costs shown in Table 2 present the case for rougher ma-
chining finishes. The $300 change in price for a 150 mm impeller
can make all the difference in taking a product to market with a
cast or machined impeller. If the cutter marks can be “tuned” to

Table 2 Estimated cost for finish machining a 16 blade impeller (1996
costings)

SIZE (mm) | 150 | 300 |450 | 600

$ per hour
0.8pum 70 606 2324 | - -
1.6pum 75 518 1982 | 3617 | -
3.2um 80 446 1713 | 3148 | 6581
6.4pm 85 388 1496 | 2940 | 5773
12.5um | 90 345 1330 | 2609 | 5114
25um 95 314 1221 | 2407 | 4747
50um 100 307 1155 | 2240 | 4346
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Fig. 5 Variable fillet radii

bring out a performance increase, then there may be a winner out
there somewhere!

3 Prediction of Impeller Performance Variation With
Surface Finish

Most of the existing methods for predicting the variation of
compressor performance or efficiency with relative surface rough-
ness are based on relating the frictional losses in the impeller
channel to the friction factor for internal flows.

Wiesner (1979) proposed a relationship of the form (3)

L=m_ Re,\ " X
1_,nt_a ( a) Re ()

where 7 is the efficiency to be determined at Reynolds number Re,
71, is a measured efficiency at a test Reynolds number Re,, a is a
constant accounting for the nonfrictional losses, and m is an
empirical constant. Problems arise in the use of this method due to
difficulties. in establishing reliable values for the constants a and
m.
Simon and Bulskamper (1984) and Strub et al. (1987) proposed
the following form of equation for predicting the influence of
Reynolds number and relative surface roughness: (4)

1=m_a+ (- o)
T=n, a+ (- alif)

“)

CIRCUMFERENTIAL DISTANCE

THROAT DISTANCE BETWEEN BLADE AND SPLITTER
MAY LIMIT LOCATION OF SPLITTER LEADING EDGE.

Fig. 6 Circumferential distances between blades for an impeller with
splitters

640 / Vol. 121, OCTOBER 1999
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Fig. 7 Flow over sand grain roughness

where 7) is the efficiency to be determined for flow conditions with
a friction factor f, m, is a measured efficiency at test flow condi-
tions with a friction factor of f,, f.. is the friction factor for fully
turbulent conditions, and «a is an empirical constant. These meth-
ods have been further developed by Wright (1989).

The friction factor can be calculated from the Colebrook—White
formula: (5)

1.74 — 21 (2R“+18'7> 5
\/]; . 0810 b, Re \/]; )
where f is the friction factor, R, is the surface roughness (R, =~
ki/2), b, is the impeller exit width, and Re = wb,D.,/v is the
impeller Reynolds number. This equation requires iteration or
successive substitution to calculate the friction factor for a given
Reynolds number and friction factor and is best achieved by use of
a spreadsheet or computer program.
Casey (1985) proposed a technique for determining the influ-
ence of Reynolds number effects that avoids the necessity to
determine the empirical constant a: (6)

¢
An= ——Af (6)

K Mo
where A is the change in efficiency resulting from a change in the
flow or surface conditions, ¢ is a semi-empirical constant related to
the compressor width ratio b,/D, u, is the work coefficient, and
Af is the change in the friction factor resulting from the change in

Fig. 8 Flow over roughness elements parallel to lay lines

=
—=>

Fig. 9 Flow over roughness elements normal to lay lines
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Fig. 10 Charts showing deviation in compressor efficiency with variation of surface roughness from baseline values of R, = 0.4, 1.6, 3.2, 6.3, 12,5,
and 50 pm (a) B, = 0.4 um (¢) R, = 3.2 um (€) B; = 12.5 um (b) R, = 1.6 um (d) R, = 6.3 um (f) R, = 50 pm

flow and surface conditions. Equation (6) can be used to determine
the change in efficiency resulting from variation of the impeller
surface roughness for a given Reynolds number.

It should be noted that use of Eq. (6) to model surface roughness
effects requires some justification. As discussed in Section 1, the
roughness criteria for CNC-machined impellers differ from the
simple sand grain roughness defined in determining friction fac-

Journal of Turbomachinery

‘tors. Figure 7 shows a schematic of the flow and resultant vortex

shedding over reasonably regularly spaced elements representative
of sand grain roughness. Point milling results in roughness with lay
lines, as illustrated in Fig. 8. The resultant eddy motion and vortex
shedding over lay roughness depends on the orientation of the flow
and is shown schematically in Figs. 8 and 9. The friction factor for
flow parallel to the machined paths is likely to be lower than that

OCTOBER 1999, Vol. 121 / 641
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Fig. 11 Charts to determine the impact of efficiency variation on cost. The efficiency is given relative to a known efficiency for an impeller with

roughness equal to 3.2 um. A negative value of A»n denotes an improvement in efficiency.

for the equivalent sand grain roughness due to the lower surface
area and weaker vortex shedding. In addition, the wide range of
centrifugal machines from low mass flow and high pressure ratio,
where surface roughness would be expected to be significant due
to the proximity of surfaces to the bulk flow, to high mass flow,
low pressure machines where roughness effects are likely less
significant, means that a single empirical equation would have to
cover an extensive range of physical conditions. Equation (6) has
been used here as it provides results not inconsistent with the data
of Simon and Bulskamper (1984) who obtained the variation of
impeller performance with Reynolds number for a range of surface
roughness from 0.8 pwm to 6.4 wm for a 350 mm diameter impeller.
While Eq. (6) is not able to model the detailed physics of the flows
for the wide range of impellers and flow conditions experienced
accurately, within limited ranges of application it allows quantifi-
cation of the effect of impeller surface roughness on performance.
This is a necessary requirement if management/design decisions
are to be taken concerning the trade between impeller performance
and impeller first cost. In addition the simplicity of Casey’s equa-
tion allows for modification according to proprietary know-how.
Charts for the practical use of this method are presented in Fig.
10. The method requires that a baseline efficiency for an impeller
of a specified roughness be known. Using this roughness value, the
corresponding roughness chart should be selected. The operating
Reynolds number should be determined and the corresponding
Reynolds number line on the chart identified. The change in
efficiency resulting from a change in the roughness can then be
determined by following this line and reading values from the
chart. Note that in the charts presented a positive value of the
efficiency change, A, corresponds to a reduction in the overall
efficiency and a negative value corresponds to an improvement.
An alternative method is actually to model the effect of surface
roughness in a full CFD solution of the impeller channel. Various
codes have been developed using empirical models for represent-
ing surface roughness effects (e.g., Tarada, 1987, 1990). However,
problems with the accuracy of viscous modeling and general
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validation of such codes still exist and they cannot yet be used with
confidence at the design stage.

4 Optimization of Impeller Manufacture and Perfor-
mance

Given the existing technigues available for quantification of the
effect of surface roughness, experience from previous designs, and
proprietary test data, combined with a knowledge of the process of
manufacture as detailed in Section 2, scope exists to undertake an
optimization of impeller performance and manufacture costs. This
could be achieved by consideration of the cost implication of
increased efficiency and life-time cycle costs as a function of
performance and manufacture costs.

In addition, new concepts could be considered, such as purpose-
fully defining the cusp orientation in an impeller channel to min-
imize over-tip leakage, and specifying variable surface roughness
over a region to modify local flow conditions. For example,
roughness elements, i.e., the cutter path, could be deliberately
specified normal to the local flow velocity on the suction surface at
say 70 percent along the meridional, to elevate local turbulence
and encourage the delay of separation or partial flow reattachment.
The effects of using local surface patches to influence local flow
conditions can be predicted using CFD packages with surface
roughness modeling capability. This technique, however, does not
yield results quickly and is awkward to use as a design optimiza-
tion tool.

The strategy proposed here is to utilize the methods proposed by
Casey to quantify the effect of variation of Reynolds numbers on
compressor efficiency to model the effect of surface roughness and
combine this with the information concerning manufacture cost-
ings outlined here. Decisions concerning the trade of performance
efficiency and manufacture costs, combined with the desirability
for low lifetime cost, can then be quantified. Charts illustrating the
variation of manufacture costs as a function of compressor perfor-
mance are illustrated in Fig. 11. These charts have been produced
using the data from Table 2 and Eq. (6) to evaluate performance
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for a range of impeller diameters with an assumed baseline per-
formance with a roughness value of 3.2 um. These charts show
that once running costs are considered, skimping on manufacture
costs is rarely justifiable even for the smallest impellers. The
economy gained by specifying a roughly finished large impeller
would be lost in a matter of days as a result of increased operating
costs.

5 Conclusions

Machining of compressor impellers impacts on compressor per-
formance. For instance, surface roughness is known to influence
compressor performance and generally rougher impellers result in
poorer compressor efficiency. Additional machining factors in-
clude fillet radii, passage size, and the type of milling. Classically
machining costs rise as the time to program and time of machining
increases. In order to optimize both compressor performance and
machining costs, methods must be available to quantify both. By
utilizing an empirical relationship for the effect of variation of
Reynolds numbers on compressor efficiency and proprietary com-
pany costings, these have been developed. The challenge facing
the compressor manufacturer is to use this information to optimize
choice of surface finish against compressor performance, keeping
total life-time costs in mind.

The methods used for quantifying impeller performance varia-
tion with surface roughness will be supplanted, in time, by viscous
flow CED solvers capable of modeling surface roughness. Using
this form of research tool, the effect of variable surface roughness,

Journal of Turbomachinery

or using roughness patches, can be quantified and even used to
control the local flow to minimize over tip leakage and interact
with separated flow regions.
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An Experimental Study of Tip
Clearance Flow in a Radial
Inflow Turbine

This paper describes an experimental investigation of tip clearance flow in a radial inflow
turbine. Flow visualization and static pressure measurements were performed. These were
combined with hot-wire traverses into the tip gap. The experimental data indicate that the
tip clearance flow in a radial turbine can be divided into three regions. The first region
is located at the rotor inlet, where the influence of relative casing motion dominates the
flow over the tip. The second region is located toward midchord, where the effect of
relative casing motion is weakened. Finally, a third region exists in the exducer, where the
effect of relative casing motion becomes small and the leakage flow resembles the tip flow
behavior in an axial turbine. Integration of the velocity profiles showed that there is little
tip leakage in the first part of the rotor because of the effect of scraping. It was found that
the bulk of tip leakage flow in a radial turbine passes through the exducer. The mass flow
rate, measured at four chordwise positions, was compared with a standard axial turbine
tip leakage model. The result revealed the need for a model suited to radial turbines. The
hot-wire measurements also indicated a higher tip gap loss in the exducer of the radial
turbine. This explains why the stage efficiency of a radial inflow turbine is more affected
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by increasing the radial clearance than by increasing the axial clearance.

Introduction

The behavior of tip clearance flow in axial turbines has been
investigated in detail. A number of tip gap mass flow models and
tip clearance loss models for axial turbines have been developed as
a result of the better understanding of the tip gap flow. The most
important omission for these models, with the exception of Rains
(1954) and Yaras and Sjolander (1992a), is the effect of relative
wall motion. According to Yaras and Sjolander (1992b) and in
light of the present investigation, more data are needed to clarify
the effect of relative casing motion on tip clearance flow.

Very little is known about tip clearance flow in radial turbines.
This is partly because a radial turbine blade row cannot be inves-
tigated in a linear cascade environment and detailed measurements
in small radial machines are very difficult. The best-known inves-
tigation of clearance effects on the overall performance of a radial
turbine was undertaken by Futral and Holeski (1970). Tests inves-
tigated clearance effects at the rotor inlet and exit. They concluded
that radial clearance increases at the rotor exit have about 10 times
the effect on the overall efficiency as axial clearance increases at
the rotor inlet. Reasons for this have never been put forward.

During the present investigation it has become apparent that the
relative casing motion cannot be neglected in the study of tip
clearance flow in radial turbines. The objectives of this paper are
to understand the flow structure over the tip of a radial inflow
turbine, to quantify the mass flow rate over the tip, and to establish
a qualitative estimate of tip gap loss in a radial turbine. The results
will then be used to explain why the overall performance of a
radial inflow turbine suffers less from an increase in axial clear-
ance than from the same increase in radial clearance as a percent-
age of local spamn.

Contributed by the International Gas Turbine Institute and presented at the 43rd
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm,
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine
Institute February 1998. Paper No. 98-GT-467. Associate Technical Editor: R. E.
Kielb.
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Experimental Apparatus

The radial inflow turbine has been described by Huntsman et al.
(1992), Huntsman and Hodson (1993, 1994) in detail. The working
section is shown schematically in Fig. 1.

All measurements were performed at the design condition as
described by Huntsman and Hodson (1993). Table 1 summarizes
the most important parameters for this particular study in the tip
gap region.

The tip gap height of the present radial inflow turbine can be
approximated by a third-order polynomial. The inlet and exit
clearance and clearances of 1 mm at.S,, = 21 percent and 1.35 mm
at §,, = 63 percent are needed to describe the polynomial. The tip
gap height corresponds to about 0.6 percent of the local blade
height.

Experimental Techniques

Flow Visualization in the Tip Gap Region. The flow fea-
tures of the rotor tip region were visualized by using Ammonia gas
and “Ozalid” paper. This technique was previously used by Hunts-
man et al. (1992) in the same rig. The diazo paper was stuck onto
the flat surface of the blade tip, using double-sided adhesive tape.
The angle of the flow trace was read with a vernier protractor (£1
deg). Two different flow visualization experiments were con-
ducted.

1 The ammonia gas was ejected through a vinyl tube (outer
diameter 1.27 mm). The end of the vinyl tube was set flush with
the blade tip surface in the pressure side corner of the tip gap.
Nineteen flow traces between 5 and 96 percent meridional length
were obtained.

2 The end of the vinyl tube was set flush with the blade tip
surface in the suction side corner of the tip gap. Seven flow traces
between 2.5 and 38 percent meridional length were obtained.

Static Pressure Measurements on the Blade Tip Surface. A
high-resolution measurement technique (Bindon, 1987) was used
to measure the pressure on the blade surface in the gap region. As
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Schematic of the radial inflow turbine test facility

shown in Fig. 2, a 16 mm deep and 2 mm wide slot was cut across
the blade tip along a constant 6 line. The slot, located at S,, =
46.6 percent, was sealed with adhesive tape. With a needle, the
tape could be punctured at any point, allowing nine measurement
points over the width of the blade tip. The pneumatic data was
measured using a Scanivalve pressure switch fitted to the center-
line of the rotor. The effect of the centripetal acceleration on the air
in the pressure lines was accounted for in the data reduction.

Static Pressure Measurements at the Rotor Casing. The
static pressure at the casing was measured at 21 locations between
9.2 and 100 percent of meridional blade length. The pressure
tappings were located at a constant 0 value. The logging of the
static pressure data was triggered by a once per revolution trigger
pulse. The time-mean, steady-state pressure level was obtained
using a Scanivalve pressure switch. The unsteady pressure varia-
tion was measured with a Kulite XCS062 pressure transducer
(frequency response of 125 kHz) in the same tappings. Between 18
and 23 measurements were taken over the width of the blade. The
fluctuating pressure (AC coupled) was subsequently added to the
steady pressure for each pressure tapping and ensemble-averaged
over 50 passages.

Hot-Wire Traverses Into the Tip Gap. A single-axis hot-
wire was employed in the gap region to examine the flow field
between the blade tip and the casing. The hot-wire was mounted
upon a two-axis traverse gear, which allowed the sensor to turn
around its own axis and to move into the gap in the spanwise
direction. Because the measurements are taken in the absolute
frame, the advantage of this method is that reverse flow regions in
the relative frame can be measured. The high spatial and temporal
resolution of a hot-wire anemometer and the negligible blockage
of the probe make the instrument a very appropriate means of
acquiring experimental data in such an environment (see also
Pandya and Lakshminarayana, 1983).

The hot-wire was calibrated for angle and velocity sensitivity in
a 1.2 mm slot with a rounded inlet of radius 5 mm. This procedure
roughly simulated the tip gap environment in the radial inflow

Table 1 Leading parameters for the test section at the design point.
Rotational speed 450 rpm
Mass flow rate 5.4 kg/s
No. of rotor blades 14
Average blade normal thickness at the tip 8§ mm
Axial clearance at rotor inlet 1.2 mm
Radial clearance at rotor exit 1.8 mm
Meridional chord at the casing 460 mm
Rotor inlet radius 609 mm
Rotor exit radius at the tip 445 mm
Rotor inlet angle (mean flow) -18.4°
Rotor exit angle at the tip (mean flow) -72°
Pressure side tip corner radius 0.25 mm

turbine. The hot-wire traverse in the radial turbine consisted of 33
positions over the distance from the casing to within 0.25 mm of
the blade tip. At each immersion the hot-wire was rotated around
its axis to six different angular positions, covering a range from
a = 90 deg (hot-wire perpendicular to the meridional vector) to
a = —60 deg (see Fig. 3).

A measurement was triggered once per revolution and each
trace was ensemble-averaged. The signal was then processed in
order to deduce the flow angle and velocity magnitude. The six
sensor positions formed three different pairs. In order to deduce the
absolute flow angle, the two hot-wire pairs were chosen with most
equal velocity readings and the angle was calculated with a linear
blending function. The velocity magnitude was deduced from the
hot-wire position most perpendicular to the absolute flow angle,
once the flow angle was known. Errors due to calibration and
signal randomness introduce an uncertainty, especially when trans-
forming the measured absolute velocities into the relative frame.
At S,, = 21 percent, where the absolute tip flow angle was close
to 90 deg, the maximum error on the relative velocity inside the
gap was *4 percent of the local tip speed and the maximum error
on the relative angle was =10 deg. For all other measurement
locations the error on the relative velocity was less than *3
percent of the local tip speed and the error on relative angle was
less than *£4 deg.

Results and Discussion

The first aim of this project was to visualize the flow over the
rotor tip of the radial inflow turbine. This is presented below. The
local tip flow features are then examined closely at one particular
chordwise position before expanding the discussion to the whole
chord.

Tip Flow Visualized. Ammonia traces over the tip of the rotor
blade are shown in Fig. 4. The estimated flow angle, obtained from
the flow visualisation at the blade tip surface, is shown in Fig. 5.
Three different tip flow regimes are identifiable.

1 Over the first 20 percent S,,, the flow trace indicates that the
tip flow is strongly inclined in the streamwise direction. The result

Nomenclature
Ah, = isentropic stagnation enthalpy C* = reduced static pressure coefficient 8 = B — vy = flow angle relative to the
change R = scraping ratio blade
m = mass flow rate S = blade length p = density
p = static pressure S, = meridional length .
Po = stagnation pressure U = blade speed Subscripts
p* =p — 1pU” = reduced static pres- Y = loss coefficient 1 = stator inlet
sure B = relative flow angle 3 = rotor inlet
t, T = tip gap height (z axis) v = local blade angle (camber line) n = blade normal
v = velocity p = rotor blade passage

i

blade thickness (y axis)

Journal of Turbomachinery

OCTOBER 1999, Vol. 121 / 645

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Plenum created by a slot
across the blade tip

Micropunctured tape

. - toallowup to two
pressure tappings per mm

SS I

Fig. 2 High-resolution pressure measurement technique

Tube to feed the signal
to the Scanivalve

of a more detailed study, where ammonia gas was fed into the gap
from the suction side, showed that tip flow moves partly from the
suction side to the pressure side in this region. The relative casing
motion causes fluid to recirculate over the tip for high radii and
low local blade angle. This recirculation zone in the inducer is
responsible for the indistinct trace when feeding ammonia gas into
the gap from the pressure side. Recently Amedick and Simon
(1997) calculated the flow through a radial inflow turbine with tip
clearance. For their turbine they discovered that for the first 6
percent of S, the tip gap flow is dominated by the relative casing
motion.

2 Between 20 and 60 percent of S,,, the flow direction is found
to be almost perpendicular to the blade. The sharp flow trace near
the blade tip surface in Fig. 4 indicates that the tip flow is driven
mainly by the pressure difference over the tip.

3 Downstream of 60 percent S, the streamlines over the tip
are inclined in the streamwise direction and diverge more strongly
toward the trailing edge than in the previous region. The changes
in blade loading near the tip are responsible for the alteration of the
flow patterns. As Huntsman and Hodson (1993) showed, the blade
was designed so that the reduced static pressure, p*, on the
pressure surface at the design flow condition is uniform for the first
50 percent of the blade length (i.e., S,, = 60 percent) and then falls
rapidly towards the rear of the blade, because the main flow is
accelerated. Hence, the component of velocity parallel to the local
blade angle increases. Since this component is carried into the tip
gap largely unchanged (Rains, 1954), the tip flow becomes less
perpendicular to the blade chord. This effect is enhanced, because
the pressure difference across the blade tip is also decreasing so
that the velocity normal to the blade chord is reduced. The same
phenomenon was found by Heyes and Hodson (1993) in an axial
blade row.

Nature of Tip Leakage Flow at Midchord. The most de-
tailed tip investigation has been performed at 46 percent S,,. Figure
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E
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o
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Fig. 3 Hot-wire setup in the tip gap of the radial turbine
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Fig. 4 Flow visualization in the tip region

6 shows the relative velocity vectors in the vicinity of the tip that
were measured with the hot-wire anemometer. As the flow is
driven into the gap by the pressure difference over the blade, it is
turned toward the blade normal direction. The turning of the tip
leakage flow is completed at a fraction of blade thickness ( y/w) of
0.75. The relative angle for a given radial immersion and the
streamwise momentum were found to be constant between y/w =
—0.1 and y/w = 0.75. Outside this region, where steep velocity
gradients occurred, a maximum error of 8 percent of the blade
speed was estimated due to spatial averaging.

The thin shear layer close to the casing could not be fully
resolved for this tip gap configuration. Nevertheless Fig. 6 indi-
cates a variation in the relative angle over the height of the gap,
which is caused by viscous forces near the casing. Near the gap
exit (i.e., on the suction side) the flow angle relative to the blade
varies from 6 = —21 deg near the casing to 6 = 69 deg at a
fraction of gap height (z/f) of 0.75 (8 is positive in the direction of
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Fig. 5 Flow angle at the blade surface determined from the flow visu-
alization experiment
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rotation). Given the skew of relative angle inside the gap, this latter
angle agrees well with the value of 6 = 76 deg determined from
detailed flow visualization experiments at the blade surface (see
Fig. 5). The skew in relative angle has also been found by Sjolan-
der and Cao (1995) in axial turbines.

Once the tip flow has left the tip gap at the suction side, it is
opposed by flow adjacent to the casing, which is moving toward
the gap exit on the suction side due to a no-slip condition at the
casing. This flow (subsequently called “scraping” flow) turns the
tip leakage jet sharply into the main flow direction (see Fig. 6) or
toward the hub (as observed in flow visualization not presented
here) and the two opposing fluids create a lift-off line. This lift-off
line is associated with the formation of the scraping vortex, de-
scribed by Huntsman and Hodson (1994) and Amedick and Simon
(1997).

Figure 7 shows the tangential velocity components for the same
location as Fig. 6. It is observed in Fig. 7 that the tip leakage flow
undergoes two accelerations. The first occurs at tip gap entry and
is well documented by previous research in axial turbines (e.g.,
Bindon, 1987). The new feature observed in the present work is a
second but weaker acceleration of the tip leakage flow toward the
gap exit. This acceleration is linked with the fact that the tip
leakage flow at gap exit is opposed by the scraping flow. This has
two effects. :

1 A small part of the scraping fluid moves into the gap from
the suction side and is dragged through the entire tip’ gap. The
consequence is an area reduction for the tip gap flow and a
substantial reduction of tip leakage flow in parts of the radial
turbine.

2 The part of scraping fluid, which is not transported into the
gap, is blocked by the leakage jet at the gap exit and “scraped” off
the blade. The scraped fluid and the tip leakage jet form a dividing

Fraction of blade thickness y/w
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Z £
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Fig. 7 Blade normal velocity vectors at S,, = 46 percent
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Fig. 8 Static pressure in the tip region at S,, = 46 percent

stream surface at —0.25 y/w, which is indicated by a line of zero
blade normal velocity in the blade normal view of Fig. 7. As a
result of this dividing stream surface, a static pressure rise is
expected. )

Static pressure measurements in the tip region confirm the
observations made by the hot-wire measurements. All static pres-
sure data are nondimensionalized by the blade dynamic head at
rotor inlet and are presented in the form of the reduced pressure
coefficient

Y sp(U? - U3) 0
psmlic:
1pU3

The relative stagnation pressure at rotor inlet, pos., Was calcu-
lated from the measured inlet stagnation pressure, py,, and the
mass-averaged loss of stagnation pressure at the exit from the
stator blades (¥, = 0.021). Using the rotational form of Ber-
noulli’s equation, Eq. (1) becomes

p* = (po3 — pUsVe3)
* —_
CP static %pU% (2)

Figure 8 presents the static pressure data obtained at 46 percent
S,.- The pressure coefficient at the blade tip shows that the first
acceleration into the gap is completed at y/w = 0.85 (i.e., one gap
height from the pressure side corner). After the vena contracta, the
pressure recovers due to mixing inside the gap. The effect of this
acceleration on the pressure at the casing occurs further into the
gap and is smaller in magnitude because of streamline curvature.
The pressure minimum at the casing is located at y/w = 0.7. The
same behavior has been reported by Bindon (1987) in an axial
turbine cascade. The different level of pressure recovery between
casing and blade surface may be due to streamline curvature of the
opposite sense after the vena contracta. The effect of spatial
averaging of the Kulite probe was calculated to be of no more than
0.025 C*%.

Heyes and Hodson (1993) suggest that complete mixing inside
the gap of an axial turbine occurs for a gap width larger than six

times the gap height (1/w = §). A contraction coefficient of 0.81

is calculated from the pressure at the blade surface if complete
mixing occurs in the gap of the present radial turbine (t/w = 0.15
at 46 percent-S,,). This is equivalent to a discharge coefficient of
0.97 and is in accordance with the predicted discharge coefficient
(Cp = 0.96) for the given pressure side corner radius (Heyes and
Hodson, 1993). In this context it is important to note that pressure
side corner radii in real life turbines are often larger than those
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used in tip clearance research. A discharge coefficient close to one
is very likely in such environments. Hence, it is questionable
whether a tip gap mass flow model for radial turbines should be
based on discharge coefficients.

The second pressure drop after the vena contracta corresponds
to the second acceleration near the gap exit, discovered in Fig. 7.
Flow visualization showed that there is little streamline divergence
in the blade-to-blade plane over the tip at §,, = 46 percent. An
incompressible Bernoulli calculation can be applied to a blade
normal section of the tip gap flow field as displayed in Fig. 7. The
increase in maximum velocity that represents the acceleration after
the vena contracta (0.0 < y/w < 0.3) corresponds to a AC% of
0.35. Hence the simple Bernoulli calculation confirms that the
second pressure drop in Fig. 8 (y/w < 0.3) is an inviscid
phenomenon. As observed previously the acceleration is due to a
mean reduction in tip leakage flow area.

In Fig. 8, a local pressure maximum can be observed near the
suction side at y/w = —0.25. The local maximum confirms the
expected rise in static pressure due to the dividing stream surface
observed in Fig. 7. The extrapolation (dashed line) also suggests
that this local pressure maximum does not influence the driving
pressure difference for the tip leakage flow.

The pressure driven tip clearance flow at 46 percent S,, interacts
strongly with the scraping fluid near the casing. The dragged fluid
reduces the flow area in the tip gap and its opposition to the
leakage jet is responsible for a second acceleration near the tip gap
exit. It will be seen in the following paragraph that the behavior of
gap flow in the midsection is in a transition regime between the
behavior of leakage flow in the inducer and the exducer.

Tip Clearance Flow Over the Whole Chord. Figure 9 shows
the loading distribution for different spanwise positions. The pres-
sure at 90 percent span was obtained from data measured by
Huntsman and Hodson (1993). The pressure at the casing was
obtained from 20 different static pressure traces, one of which is
shown in Fig. 8. The minimum pressure was taken from the
ensembled data and was averaged over five blade passages.

If there was zero tip clearance, then the scraping fluid would
stagnate on the blade suction surface and travel off at right angles
as scraped fluid. By solving the Bernoulli equation, Rains (1954)
computed the pressure difference between far upstream and the
suction side corner with zero clearance. This “scraping” dynamic
head amounts to 3pU” cos’ vy, where v is the angle between the
camber line at the tip and the meridional direction (see Fig. 3).
With a clearance larger than zero, the driving pressure difference
over the tip (Ap 4w is opposed by the scraping dynamic head. In
order to quantify the effect of scraping on the tip clearance flow,
the authors prefer, however, to think in terms of momentum. A
“scraping” ratio R can be defined as the undisturbed tip gap flow
momentum divided by the scraping momentum (see Fig. 10).
Since the streamwise momentum over the tip is largely conserved,
the driving pressure difference (Appe,) Was calculated between
p* at 90 percent span on the pressure side and p* at the casing near
the suction side gap exit (Rains, 1954).
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Fig. 10 A relative measure of the effect of scraping

The strength of this scraping ratio R is believed to be respon-
sible for the amount of scraping fluid dragged through the gap. A
scraping ratio less than one between the leading edge and 30
percent S, indicates a strong effect of scraping in the inducer of
the present radial turbine and much dragged fluid is to be expected
in this region. A scraping ratio much larger than one between 60
percent §,, and the trailing edge indicates a small effect of scraping
in the exducer.

Figure 11 displays blade normal velocity vectors over the tip
gap for a position near the inducer and in the exducer. At S,, = 21
percent dragged fluid occupies the upper half of the gap height.
The large amount of dragged fluid in the gap is believed to be a
result of a scraping ratio smaller than one (R = 0.73). The tip
leakage flow in the inducer seems to be clearly dominated by the
scraping effect.

AtS, = 63 and S,, = 88 percent (not presented here) the effect
of scraping is so much reduced that it could not be measured by the
hot-wire traverse any more. The small quantity of dragged fluid in
the gap near the exducer is a consequence of the high scraping
ratio observed in Fig. 10. This suggests that the tip leakage flow in
the exducer of a radial turbine resembles the tip flow behavior in
axial turbines, where the tip gap flow is dominated by pressure
differences rather than by the scraping effect (Yaras and Sjolander,
1992a).

Figure 12 shows the reduced static pressure coefficient at the
casing for the same two chordwise positions. The pressure at 21

Pressure
side

Suction
side

a) Blade normal velocity vectors at Sp, =21%

Ucosy 19 yw 20
Suction Pressure
side side

b) Blade normal velocity vectors at Sy, = 63%

Fig. 11 Velocity vectors near inducer and exducer
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Fig. 12 Comparison of C}, between inducer and exducer

percent S, is approximately constant inside the gap and drops only
on the suction side between y/w = 0.0 and y/w = ~1.0. The
pressure data indicated that no local pressure maximum can be
observed on the suction side between the leading edge and 42
percent S,,. Tip leakage flow in this region is so weak that most of
the scraping fluid makes its way through the gap, as was shown by
Fig. 11(a). The pressure “drop” is therefore due to the inertia
associated with the scraping fluid. Figure 11(a) shows how the
scraping fluid decelerates before entering the gap from the suction
side. This deceleration outside the gap near the suction side is
believed to account for the pressure difference observed in Fig.
12(a).

At S,, = 63 percent the tip leakage jet is much stronger because
the scraping ratio R has increased. The pressure drop between the
pressure side and y/w = 0.35 in Fig. 12(b) indicates the acceler-
ation of flow into the tip gap. The effect of the vena contracta on
the casing pressure is further retarded (compare Fig. 8), which may
indicate stronger curvature of the streamlines at gap inlet. The
pressure then recovers and rises toward the local pressure maxi-
mum, as the tip gap flow near the casing is slowed down due to the
opposing scraping fluid (see Fig. 11(5)). The extent of the pressure
maximum, which indicates the Iift-off line, has increased dramat-
ically and is now about a third of the overall pressure difference at
the casing. The maximum has also moved away from the suction
side, compared to 46 percent S,,. As the effect of scraping does not
impinge on the suction side corner anymore, no area reduction for
the tip leakage flow toward the gap exit was observed at this
location. This is also confirmed in Fig. 12(b), where no decrease in
C% at gap exit is seen.

The extrapolation shown in Fig. 12(b) suggests again that the
local pressure maximum seems not to influence the driving suction
side pressure. A simple model used to calculate the tip gap mass
flow rate can therefore be based on the reduced static pressure
difference between 90 percent span on the pressure side and the
casing on the suction side.

Tip Gap Mass Flow Rate in a Radial Inflow Turbine. The
mass flow rate over the blade tip was calculated along a constant
7@ value from the hot-wire measurements at four different chord-
wise positions. Assuming zero velocity at the blade tip surface, the
blade normal velocity in the relative frame was integrated over the
height of the gap. The resulting mass flow rate per unit chord at 46
percent S,, is presented in Fig. 13 as an example. It needs to be
remembered that the tip flow is being turned over the first quarter
of the gap. In the region where the tip flow was more or less two
dimensional (0 < y/w < 0.75), the mass flow rate is almost
constant and satisfies the requirement of the conservation of mass.
In this region an average value was calculated. This value is
reported in Fig. 14 for each measured chordwise position. The
average mass flow rate at 46 percent S, corresponds to 1.67
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Fig. 13 Mass flow rate per unit chord at S,, = 46 percent

percent of the average blade passage mass flow rate per unit
meridional chord.

The tip leakage mass flow model for axial turbines by Heyes and
Hodson (1993) was applied to the present tip configuration, where
an average discharge coefficient of 0.97 was chosen. The inte-
grated mass flow rates in the exducer of the present radial turbine
compare with those predicted by the axial turbine model, as
indicated in Fig. 14. This confirms the fact that the nature of tip
leakage flow in the exducer of a radial turbine is similar to an axial
turbine. But Fig. 14 also shows that the same model overpredicts
the amount of tip gap mass flow rate in the midsection by a factor
of two and is even worse in the inducer. This is due to the effect
of scraping as discussed above. It becomes apparent that a specific
tip leakage mass flow model for radial turbines is needed.

The most important observation that can be drawn from Fig. 14
is that more mass flow passes through the tip gap near the exducer
than near the inducer. This is partly due to the loading distribution
(see Fig. 9) but is also due to the effect of scraping. If high tip gap
loss arises where there is high tip gap mass flow rate, this explains
why radial clearance has a much larger effect on radial turbine
stage efficiency than axial clearance.

Tip Gap Loss in a Radial Inflow Turbine. Figure 15 indi-
cates the normal kinetic energy at gap exit, calculated from the
hot-wire measurements and defined as:

w
w

= Hotwire measurements

— Axial turbine model (C, = 0.97)
(Heyes and Hodson, 1993)
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Fig. 14 Tip gap mass flow rate along the meridional chord
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Fig. 15 Tip gap loss coefficient for four different meridional positions
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The loss coefficient ¥ represents the loss of efficiency that
would occur, assuming that the kinetic energy transported by the
normal gap velocity is ultimately lost (Yaras and Sjolander,
1992b). The kinetic energy of the scraping fluid was not taken into
account. Figure 15 confirms that tip leakage loss in the exducer is
more significant than in the inducer. In a radial turbine with a
similar blade loading, Futral and Holeski (1970) measured a 1.6
percent drop in stage efficiency for | percent increase in rotor exit
clearance, but only a 0.15 percent drop in stage efficiency for 1
percent increase in clearance at the rotor inlet. The integrated loss
coefficient between 60 and 100 percent S,, (i.e., in the exducer) in
Fig. 15is Y = 1 percent. This corresponds to a 1.7 percent loss of
stage efficiency for a 1 percent clearance height and agrees very
well with Futral and Holeski’s result. The integrated loss over the
whole chord in Fig. 15 is 0.575 percent (for a 0.6 percent clearance
height).

Conclusions

The details of tip clearance flow in radial turbines have been
investigated for the first time. The nature of tip clearance flow in
radial inflow turbines has been examined and understood. A de-
tailed study at midchord was performed, which revealed that the
tip clearance flow is opposed by scraping fluid in the relative
frame. One part of this opposing scraping fluid was found to be
dragged through the gap from the suction side to the pressure side.
The remaining bulk of the scraping fiuid was turned toward the
hub and into the main flow direction. A dividing streamline sep-
arated the tip clearance flow and this second part of the scraping
fluid. The dividing streamline causes a local pressure maximum
outside the gap near the suction side, but does not affect the driving
pressure difference.

The study of tip clearance flow in radial inflow turbines was
extended over the whole chord. Blade speed and blade tip angle
were found to play a key role for tip clearance effects in radial
turbines. Tip clearance behavior in a radial turbine was divided
into three different regions.

In the inducer most of the scraping fluid forces its way through
the tip gap and the tip gap mass flow rate over the first half of the
chord is significantly reduced. This is one reason a radial turbine
suffers less from an increase in tip clearance than an axial turbine.
At midchord little scraping fluid is dragged through the gap and
from 60 percent S, toward the rotor exit the “dragging” effect of
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scraping finally disappears and the tip clearance flow in this region
is dominated by pressure only.

The tip gap mass flow and the tip leakage loss for the present
radial turbine were quantified. The results confirmed that radial
clearance has a bigger effect on stage efficiency than axial clear-
ance for the standard NASA design. The underlying physics of
Futral and Holeski’s experimental result (1970) seem to be the
effect of high relative motion and low blade angle near the rotor
inlet.
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Complementary Velocity and
Heat Transfer Measurements in
a Rotating Cooling Passage
With Smooth Walls

An experimental investigation was conducted on the internal flowfield of a simulated
smooth-wall turbine blade cooling passage. The square cross-sectioned passage was
manufactured from quartz for optical accessibility. Velocity measurements were taken
using Particle Image Velocimetry for both heated and non-heated cases. Thin film
resistive heaters on all four exterior walls of the passage allowed heat to be added to the
coolant flow without obstructing laser access. Under the same conditions, an infrared
detector with associated optics collected wall temperature data for use in calculating
local Nusselt number. The test section was operated with radial outward flow and at
values of Reynolds number and Rotation number typical of a small turbine blade. The
density ratio was 0.27. Velocity data for the non-heated case document the evolution of the
Coriolis-induced double vortex. The vortex has the effect of disproportionately increasing
the leading side boundary layer thickness. Also, the streamwise component of the Coriolis
acceleration creates a considerably thinned side wall boundary layer. Additionally, these
data reveal a highly unsteady, turbulent flowfield in the cooling passage. Velocity data for
the heated case show a strongly distorted streamwise profile indicative of a buoyancy
effect on the leading side. The Coriolis vortex is the mechanism for the accumulation of
stagnant flow on the leading side of the passage. Heat transfer data show a maximum
Jactor of two difference in the Nusselt number from trailing side to leading side. A
first-order estimate of this heat transfer disparity based on the measured boundary layer
edge velocity yields approximately the same factor of two. A momentum integral model
was developed for data interpretation, which accounts for coriolis and buoyancy effects.
Calculated streamwise profiles and secondary flows match the experimental data well.
The model, the velocity data, and the heat transfer data combine to strongly suggest the
presence of separated flow on the leading wall starting at about five hydraulic diameters
from the channel inlet for the conditions studied.
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Introduction

The hot section of a modern gas turbine engine is a challenging
design environment. The turbine is required to operate with high
inlet temperatures and aggressive blade loading to provide high
specific power. These demands conflict directly with the limita-
tions of engineering materials. To resolve this conflict, since the
1960s bleed air from the compressor has been used to cool turbine
vanes, blades, casings, and disks. With cooling, engine designers
have realized a 300-500°C increase in operating turbine inlet
temperatures beyond previous limits.

To cool the rotating turbine blade in particular, cooling air fiows
through a network of serpentine cooling passages oriented along
the span of the blade. Raised steps (or ribs) are commonly used to
trip the boundary layers and augment the heat transfer from the
metal walls in these internal cooling passages. Modern turbine
design depends on reliable cooling schemes to achieve perfor-
mance levels beyond the capabilities of blading materials alone.
Even a deficiency of coolant creates aggravated thermal stresses in
the highly stressed rotating blade, which can result in severe
oxidation, creep, and local fatigue of the blade. Because of its
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International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm,
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine
Institute February 1998. Paper No. 98-GT-464. Associate Technical Editor: R. E.
Kielb.

Journal of Turbomachinery

v

Copyright © 1999 by ASME

critical role, considerable effort has been expended to predict the
performance of turbine internal cooling accurately. Design engi-
neers realized early on, however, that because of the rotating
turbine frame of reference, standard pipe flow correlations for heat
transfer were inadequate. Rotation introduces Coriolis and buoy-
ancy accelerations, which create secondary flow vortices and skew
the mean flow profile. These flow nonuniformities result in non-
homogeneous heat transfer from the different passage walls de-
pending on their orientation (as depicted in Fig. 1).

Flow in a heated rotating passage can be characterized by the
Reynolds number, Re, the Rotation number, Rot, and the Buoy-
ancy parameter, Bo, defined as:

0Od _T-T Qd\*R,
ot—Ti" Bo—————T d

pd“in
Re =
Uiy
The Rotation number represents the ratio of Coriolis to inertial
forces. The same ratio is sometimes expressed by its reciprocal, the

.Rossby number. The Buoyancy parameter represents the ratio of

centrifugal to inertial forces and can also be expressed as

B(T — T,)Q°R,,d? <g> ( v > 2

v/ \ud

Ran

Bo= ~ PrRe?

va

where Rag, is a rotational Rayleigh number (Morris, 1981). Rag is
similar to the Rayleigh number from free convection analysis, the
gravitational body force being replaced by a centrifugal body
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Fig. 1 Schematic of heated, rotating flow

force. Alternatively, the Buoyancy parameter can be expressed in
terms of the density ratio, defined as d.r. = (T, — T,)/T,, and the
Rotation number squared. Since the bulk of turbine cooling re-
search reported in the literature uses this density ratio to express
the effect of centrifugal buoyancy (Wagner, 1991a; Han and
Zhang, 1992; Dutta et al., 1994; Tekriwal, 1996; Hsieh et al.,
1997), it is used here rather than the Buoyancy parameter.

The effects of these various parameters on the cooling passage
Nusselt number have been the subject of numerous experimental
and computational studies. As far back as the early 1950s, papers
were being published on rotating duct flows. In a rotating passage
(without heat) Moore (1967) showed that the primary effect of
rotation was the creation of a double-vortex secondary flow that
shifts the core flow to the pressure surface for radial outflow. This
creates higher skin friction and a thinner boundary layer on the
pressure surface (trailing wall) and the opposite conditions on the
suction surface (leading wall). With heat addition, centrifugal
buoyancy is introduced into the flow, which precludes the sum-
mary use of Reynolds analogy to directly transport the effect of
rotation on skin friction to heat transfer. Morris and Ayhan (1979)
were first to incorporate the effect of centrifugal buoyancy in their
interpretation of observed heat transfer phenomena in a rotating

circular cross-sectional cooling tube. They proposed an empirical
correlation for the passage mean Nu based on Bo.

In the last decade, interest in rotating heated passage flows has
intensified with the direct application being turbine blade cooling
passages. Guidez (1989) published the results of experiments at
Reynolds numbers higher than those previously reported, ensuring
a turbulent pipe flow. He found the ratio of trailing side Nu to
leading side Nu to be about two for Bo = 0.08, and noted that this
ratio decreased with increasing Re. Following Guidez, Wagner et
al. (1991a, b, 1992) methodically studied the effects of Re, Rot,
d.r., flow direction, and ribs on the cooling passage heat transfer.
They used the density ratio to characterize the effects of centrif-
ugal buoyancy and found that increasing d.r. augmented Nu on
both trailing and leading sides. They measured a higher ratio of
trailing to leading side Nu than Guidez for similar conditions.
Their Nu data are normalized by a stationary Nu correlation (Re®®)
for pipe flow, which they found to remove Re dependency ade-
quately in the rotating data.

At the same time, Han et al. (1994) performed experiments
using a facility that can be operated in either constant wall tem-
perature or constant wall heat flux mode (versus the Wagner and
Johnson facility, which is exclusively constant wall temperature,
and the Guidez facility, which is constant wall heat flux). Han et al.
found even larger effects of rotation and buoyancy, the trailing to
leading side Nu ratio being nearly twice the value measured by
Guidez for the same Bo condition. Han et al. also observed that the
thermal boundary condition influences the measured heat transfer,
i.e., the constant heat flux mode having a higher Nu on both
leading and trailing side than the constant wall temperature case
for the same density ratio. They reasoned that because a constant
heat flux produces uneven wall temperatures, the buoyancy forces
are unbalanced and create better cooling everywhere as these
forces destabilize the passage flow.

These and other experimental findings have succeeded in map-
ping out many of the parametric trends in the performance of
tarbine cooling passages, but because of the wide spread in the
results from different facilities (Fig. 2) the cooling designer is still
left without a clear understanding of the quantitative effect of
rotation. This is because the underlying mechanisms causing these
rotational effects on cooling are as yet unexplored. The wall heat
transfer distribution is ultimately a product of the flowfield, and
until recently none of the experimental work has measured the
detailed velocity field inside the rotating heated passage. There are
a number of researchers who have over the years made measure-
ments in a rotating flowfield: Wagner and Velkoff (1972) with hot

Nomenclature
Bo = Buoyancy parameter = B(T — u =
T.)R,Q’dI’ v =

perimeter fluid
d.r. = density ratio = (T, — T, MT,
k = gas thermal conductivity
I = passage length
n = power law profile exponent
Nu = Nusselt number = gd/
kﬁlm(Tw - Tﬁlm)
Pr = Prandtl number = v/e
g = surface heat flux
r or R = radial distance to axis of rota-

sage

Il

SO TWR N =
|

x component of velocity
y component of velocity
d = hydraulic diameter = 4 X area/ v, = velocity of wall injected boundary

V = complete velocity vector
w = z component of velocity
x = radial (streamwise) direction in pas-

= axis parallel with axis of rotation
crossflow direction in passage FS
thermal diffusivity

= volumetric expansion coefficient
boundary layer thickness

v = kinematic viscosity
p = fluid density

T, = wall shear stress

) = rotational frequency

Subscripts

BS = back side passage wall
cor = Coriolis

film = average of wall and bulk
front side passage wall
in = passage inlet conditions
inf = free-stream conditions
LS = leading passage wall

i

tion = boundary layer momentum thick- TS = trailing passage wall
R, = mean radius of test section ness w = free-stream conditions
Rag = rotational Rayleigh number A = wavelength of radiation
Re = passage Reynolds number = W = viscosity
di;, /v

Rot = Rotation number = d/u
T = local static temperature
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Trailing Wall to Leading Wall Nusselt Ratio Data
from Various Researchers Plotted vs. Buoyancy Parameter
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Fig. 2 Rotating heat transfer data from various researchers

wires and more recently, Uellner and Roesner (1991), Berg et al.
(1991), Tse and McGrath (1995), and Tse and Steuber (1997) with
laser diagnostics. But all of these are for non-heated rotating
passages and therefore omit the buoyancy effect entirely. A 1997
publication by Hsieh et al. does present velocity data using LDV
in a rotating passage with heating. However, the measurements are
presented only along the passage centerline and show a marginal
effect of rotation up to the maximum Rot of 0.06. In fact, the
limited velocity data indicate a far greater effect of the passage ribs
than the rotation effect at such low Rot. Moreover, with a passage
inlet radius of only one test section diameter and a nonradial
passage orientation, Hsieh’s experimental configuration bears little
resemblance to a turbine cooling passage. So, there is as yet no
comprehensive picture of the flow inside a turbine blade cooling
passage, information that is critical to understanding the passage
heat transfer.

On the computational front, researchers have predicted many of
the experimentally measured effects of Coriolis and buoyancy.
Based on Boyer (1965) and others’ experimental findings that the
rotating passage flow could be adequately characterized by an
inviscid core region surrounded by thin wall layers, early analyt-
ical approaches employed either a perturbation method (Moore,
1967) or a momentum integral analysis (Mori and Nakayama,
1968; Ito and Nanbu, 1971). More recently, three-dimensional
Navier—Stokes solvers have provided valuable flow insights in-
cluding the discovery of an additional vortex pair (making four
vortices in all) at high Rot (TIacovides and Launder, 1991) and the
prediction of flow reversal at high Rot on the leading wall (Prakash
and Zerkle, 1992). All of the heated rotating computations use the
flow prediction to estimate Nu, which is then compared with
experiment to assess code validity. A lack of detailed flow mea-
surements in the heated, rotating frame has prevented direct com-
parison with velocity data and thus an adequate validation of the
calculated flowfields.

The objective of this research is to provide the technical com-
munity with the first comprehensive measurements of velocity and
heat transfer in a simulated turbine blade cooling passage. The
method used to obtain the velocity measurements is particle image
velocimetry (PIV). Thin film heaters on all four walls of a trans-
parent test section provide the necessary constant heat flux wall
condition, while infrared imaging of the surface provides high
spatial resolution measurement of heat transfer coefficient. This
allows a direct correlation of flow phenomena to heat transfer

Journal of Turbomachinery

1. Vacuum Chamber / Protective Casing 11. Motor i o
2. Rotating Arm 12, Instrumentation Slip Ring
3. Test Section and Mirrors 13. Housing

%g {R detector

. Imaging system
16. Scalgs £y

17. Optical Encoder
18. Power wires

4, Balance Weight

5. Shaft

6. Power Slip Ring

7. Heat Exchangers

8. Onboard Instrumentation Box
9. Inlet flow

10. Outlet flow

Fig. 3 Schematic of internal cooling test facility

phenomena without the ambiguities of different experimental fa-
cilities. These are the specific contributions of this paper.

Experimental Method
The experimental facility used for this study is shown in Fig. 3.
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Fig. 4 Schematic of quartz test section mounted in housing on rotating
arm
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The test section is mounted at the end of a 0.4 m radius arm
(R/d = 40), which spins in an evacuated chamber. Cooling air
enters and exits the rotating arm and test section through seals
located on the shaft. The test section (I/d = 11.5) is manufactured
from square-bore quartz tubing and mounts to the rotating arm as
shown in Fig. 4. Also indicated on Fig. 4 are the tapered test
section inlet, the flow conditioning screen, and the flow thermo-
couple ports at inlet and exit. The test section ID is 10 mm square
and the walls are ground and polished to a 1.5 mm thickness. The
center 90 mm along each of the four sides is coated with a 10 mm
wide swath of Indium Tin Oxide (ITO). The coating thickness is
nominally 4500 A and it is applied with electron beam sputtering
to the outside of the test section. Heat fluxes up to 5 W/cm” and
wall temperatures up to 200°C were achieved without film degra-
dation. Cr/Ni/Au busbars (8 mm long) at either end of the ITO film
provide uniform electrical contact to the ITO. The four sides are
connected in a parallel circuit to allow resistive heating of the
passage.

Due to a manufacturing complexity, the front side wall ITO
sheet thickness is approximately 20 percent greater than the ITO
thickness on the leading and trailing walls (which are roughly
equivalent). This creates a lower resistance here, and a higher heat
flux since more current passes through this part of the parallel
resistance circuit. The back side wall’s ITO thickness is conversely
20 percent less than the leading and trailing walls, causing a
corresponding decrease in the heat flux here. The result is a higher
heat load on the front internal wall by nearly 30 percent after
accounting for temperature smearing through the test section walls.
The effect of this heating imbalance is discussed in the results
section.

The ITO film and quartz substrate provide 80 percent transmis-
sion at the visible wavelength of the laser used. Since the quartz is
opaque in the IR spectrum, the capability of the IR scanning
temperature measurement systern was not compromised with the
use of a transparent test section. The infrared detector is mounted
on a two-axis traverse system with focusing optics (Fig. 3). The
spatial resolution of the detector and optics is 1 mm’. Two flat
mirrors located at 90 deg to each other behind the test section
provide optical access to all four sides of the rotating passage (Fig.
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5). The horizontal traverse is used to move the focal point from one
side to another and the vertical traverse allows measurement along
the axis (x direction) of the passage.

To acquire a signal, the sensor and optics are moved to a desired
location and remain fixed while the heated test section is rotated in
front of them. When the test section passes into the focal point of
the optics, the radiation emitted from the heated surface is focused
onto the sensor. The sensor produces a voltage signal proportional
to the level of incident radiation. Using the Stefan-Boltzmann
Law, @, « T*, the temperature of this spot on the surface can be
deduced. The AC coupled sensor has a response time on the order
of microseconds, which means that an entire row of data can be
collected during a single pass of the test section. This data then
represents the temperatures in a 1 mm wide strip on one side of the
test section, at a given x location.

Thermocouples are used to measure coolant inlet and exit tem-
peratures. Using the measured exterior wall temperature and ITO
film heat flux, the interior wall temperature and heat flux are
computed with a three-dimensional conduction algorithm. This
algorithm accounts for variations in the thermal conductivity of
quartz with temperature and is reported by Bons (1997). Nu is then
calculated with an absolute uncertainty of 9 percent.

The Nd:YAG laser used emits two sequential 200 m]J pulses
with a nominal pulse width of 10 ns (A = 532 nm). Pulse sepa-
rations of 25-35 us were used in this research. Figure 6 is a
schematic of the optical path. The spherical focusing lens and the
final mirror are mounted on an optical traverse so the sheet can be
moved from side to side in the test section passage (0 < y/d < 1).
Approximately 16 cm beyond the final mirror and just before the
laser entry port is a cylindrical lens, which expands the beam in
only one direction to produce a planar sheet normal to the axis of
rotation. The sheet thickness at the test section was measured to be
0.4 £ 0.1 mm with a height of 4 cm. Gonesh #2 incense was used
to seed the flow [particle diameters ~ 0.4 um (Bryanston-Cross
and Epstein, 1990)] and images were captured using a CCD
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Fig. 6 Schematic of laser and optical layout
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camera located at the camera view window indicated in Fig. 6. The
image acquisition system is synchronized so that the laser fires and
the camera forms an image only when the rotating test section is
located in the camera’s field of view.

Particle Image Velocimetry (PIV) relies on sequential bursts of
light to provide two frozen images of particles in a flowfield.
Particles are paired with their double (or correlations are per-
formed) to yield the net motion in the two dimensions of the light
sheet. An accurate knowledge of the pulse time separation then
provides two components of velocity. Because the camera is
stationary relative to the test section, the second test section image
is displaced by an angle (}A¢ about the axis of rotation. To remove
this angular displacement from the image, an alignment cross
made from 13 pm wire is inserted into the test section prior to
testing. The camera then acquires a double-image of the rotating
alignment cross. The pixel distance between the two cross images,
the cross’ radial position from the axis of rotation, and the Q0 Ar for
the cross image are sufficient to compute the center of rotation
coordinates in “pixel space.” Subsequent PIV images can then be
“derotated” an angle At about this pixel center of rotation
provided the camera is not moved from its alignment position. The
principle is similar to the bias-velocity added to images in some
PIV applications to remove directional ambiguity (Jefferies, 1996).
With this angular displacement removed from the image, the flow
velocity relative to the rotating test section is determined. The
uncertainty in the velocity vectors presented here was calculated to
be 6 percent. The derotation contributes an additional 5 percent of
bias error to all PIV images processed with the same pixel center
measurement. A more detailed description of the experimental
facility and data acquisition process can be found in Bons (1997).

Analytical Model

A momentum integral model of the rotating, heated passage
flow was developed to aid in the interpretation of the velocity data.
The model assumes that the passage flow can be dissected into
independent shear flows on each of the four passage walls and a
central inviscid “core” region. The entry length for turbulent pipe
flow is 10 to 15 diameters, so the flow in this turbine cooling
passage (with I/d << 15 and a short tapered inlet orifice) is
modeled as developing turbulent flow. This methodology has been
used with success by Mori and Nakayama (1968), Ito and Nanbu
(1971), and more recently by Chew (1993) in analyzing rotating
internal flows.

With this premise of developing turbulent flow, the boundary
layers on each of the four contiguous passage walls grow inde-
pendently with distance from the inlet. When the passage is not
rotating, the only mutual influence they have is to jointly close-off
the “core” flow region, thus accelerating the fluid in the center of
the passage. The boundary layer growth is calculated using the
momentum integral equation (Kays and Crawford, 1980):

T, '+ Lo, _d9+ 0 2+8d 1 du.,
Pl Polle  dx 0] u. dx

For turbulent flow, a power law shear stress relation is assumed.
u + 8.75()7 +) n

Substituting this into the momentum integral equation and in-
tegrating from x = 0 to a point x > 0 in the flow passage, with
the initial condition that 6 (x = 0) = 0, produces an expression
for 6(x):

c (n+1DHn+3)

ut"dx

0(x) = flua,, n, v) J

0

The functions f and g are lengthy algebraic expressions resulting
from the integration and can be found from Bons (1997). Assum-
ing constant inlet velocity and temperature profiles, the boundary
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Fig. 7 Schematic of test section axis and velocity components

layer thickness can be calculated at any point downstream. The
effect of the boundary layer growth on the core flow is assessed by
applying conservation of mass to the passage cross section. The
core flow velocity rises as the blockage due to the wall layers
increases down the passage.

With this as the basic flow model, the multiple effects of rotation
are assessed using the full Navier—Stokes equations for steady,
incompressible flow evaluated in a coordinate system fixed to the
passage, as shown in Fig. 7:

’ r
d(uju;
ax;

J

.k . \Y * "
G-+ :yv%—~§—2nxﬁ

+B(T— T x A x R)

where & = ut + of + wk, }*? = (R, + x)f + yf + zk, and Q =
.

Here the Boussinesq (1930) approximation has been applied, so
the density variation is shown only in the buoyancy source term.

The —20 X term is the Coriolis acceleration, which accounts
for the use of a noninertial reference frame attached to the rotating
passage. This Coriolis acceleration term has a +2Qu contribution
to the z-momentum equation, which generates a pressure gradient
in the crossflow direction (Moore, 1967):

dp
i 2Qu,p0

Substituting this pressure gradient into the z-momentum equa-
tion, and solving for dw/dx (ignoring all other terms but the
+2Qu Coriolis term) yields an expression for Aw,,, (the added
Coriolis-induced flow component for a Ax step down the passage):

up

Hefo

Awey = ZQ[ - l]Ax

In the side wall boundary layers, the conditions up << u..p.. and
thus Aw,,, < 0 create the well-documented Coriolis double vortex
associated with pipe flow rotating in the orthogonal mode. The
model generates the complete vortex by forcing w.,, to satisfy the
crossflow conservation of mass (f wdy = 0) and the no-slip
condition at the sidewalls (w (y = 0 & d) = 0).

One result of this vortex is the convective transport of high-
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momentum core fluid into the trailing wall boundary layer. This
transport energizes the boundary layer here, thus reducing its
thickness. Likewise, momentum deficit (low-momentum trailing
wall boundary layer fluid) is convected from the trailing wall to the
side wall, and from there to the leading wall. The leading wall
boundary layer then becomes the repository for the momentum
deficit convected from the other walls. To account for these ef-
fects, the magnitude of convected momentum deficit is assessed at
each step, and the boundary layer thickness of each passage wall
is then adjusted up or down depending on the sign of the convec-
tion (up for the leading wall and down for the trailing wall).

The Coriolis acceleration also contributes a —2{w term in the
x-momentum equation, which is incorporated into the model by
assessing the associated increment of streamwise acceleration
A,

wp
UooPos

Aug, = —20

Ax

From this relation, it is evident that in the region near the side
wall (where w << (), this component results in an acceleration,
whereas in the core region (where w > 0) there is a corresponding
deceleration. This effect is not linear with rotational frequency,
since w @ € it follows that Au., * O

The buoyancy acceleration term contributes a —Q’z8(7 — T..)
term in the z-momentum equation, which produces a positive
acceleration on fluid near the leading wall (T > T, in the bound-
ary layer and z << 0 for the leading wall). Likewise for the trailing
wall (where z > 0), this acceleration (now of negative sign)
accelerates hot trailing wall fluid toward the passage center. This
buoyancy-induced center-seeking flow is modeled as mass injec-
tion from the wall into the boundary layer with normal velocity,

v,. Substituting this into the momentum integral equation, the net

effect is to thicken both the trailing and leading wall boundary
Jlayers for d.r. > 0. This in turn creates a greater core acceleration.

The buoyancy acceleration term also contributes a —Q*(R,, +
xX)B(T — T.) term in the x-momentum equation, which actually
opposes the mean flow direction. Hot boundary layer fluid near the
walls is accelerated in toward the axis of rotation while colder core
fluid is accelerated away from the axis of rotation. The model
incorporates this buoyant flow by allowing a region of separated
flow to form near the leading wall. The separated region’s spatial
extent matches the mass defect of the buoyant flow and essentially
pushes the turbulent boundary layer away from the physical wall to
a point inside the passage. The other three walls are subjected to
strong secondary flows and are considerably thinner, so the buoy-
ancy associated with each of them is either convected to the
leading wall or mixed into the respective boundary layer thickness.
Experimentally measured wall temperature data and surface heat
flux values are used to initiate the model. Comparisons with the
measured flowfield are shown in the next section.

Results and Discussion

The experimental data are presented in two parts: first the PIV
fluid velocity measurements and second the passage wall Nusselt
measurements. For the PIV images, the orientation of the light
sheet allows access to a plane normal to the axis of rotation (x—z
plane, see Fig. 7). Since the strongest velocity gradients are ex-
pected in the y and z (nonradial) directions, the vector field from
each PIV image is first averaged along the x direction (yielding
u(z) and w(z) for each image). Due to observed randomness in the
vectors, four to six images at each location are combined to
produce ensemble-averaged u(z) and w(z) distributions at a given
x and y position. The light sheet and camera are then translated in
the y and x directions to obtain ensemble-averaged u(z) and w(z)
distributions at various positions in the flow. u(z) and w(z) at the
same x but various y positions can be “stacked up” to provide a
quasi-three-dimensional look at the flowfield (assuming the mean
flow is steady). Then u(y) and w(y) distributions can be generated

656 / Vol. 121, OCTOBER 1999

Data vs. Model: Streamwise Velocity Profiles on Side Wall
Re=10000, Rot=0.0, d.r.=0.0, x/d=3.8 & 7.1
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Fig. 8 Streamwise u(y) and secondary w(y) velocity profiles with Rot =
0.0 and d.r. = 0.0

at this same x location by interpolating between images in the y
direction.

Stationary Velocity Measurements. Figure 8 shows u(y)
and w(y) data for Re = 10,000 and Rot = 0 at two x/d locations.
The model results are also indicated on the figure. Both the
features of boundary layer development and core acceleration are
evident in the u(y) data. The w(y) data show no significant
transverse component when the passage is not rotating, and the
model (not shown) predicts none.

Rotating Velocity Measurements. Data taken at the same
Reynolds number and x/d positions, but with Rot = 0.13, are
shown in Fig. 9. From the w(y) data, it is clear that a secondary
vortex flow is present. The strength and spatial extent of this vortex
grow noticeably with x/d. The peak negative w velocity has
increased by a maximum factor of 3 with a doubling of distance
from the passage inlet (x/d = 3.8 versus 7.1). Also, the crossover
point to positive w occurs near y/d = 0.13 at the downstream
position versus 0.07 for the upstream position. This is the effect of
the Coriolis acceleration component in the z-momentum equation.
The model calculations also show this vortex growth. The most
notable feature in the u(y) data is the thinner boundary layer
compared to the nonrotating case. The axial velocity is essentially
flat from y/d = 0.05 to midpassage with only a modest rise
beyond y/d = 0.2. In addition, the core acceleration with x/d that
was evident in the stationary case is negligible here. The mecha-
nism responsible for this result is the streamwise (x-momentum)
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Data vs. Model: Streamwise Velocity Profiles on Side Wall
Re=10000, Rot=0.13, d.r.=0.0, x/d=3.8 & 7.1
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Fig. 9 Streamwise u(y) and secondary w(y) velocity profiles with Rot =
0.13 and d.r. = 0.0

component of the Coriolis acceleration. This acceleration produces
additional streamwise momentum in the near wall region where
w < 0 and depresses the velocity in the core region.

More striking evidence of this effect is seen in a similar data set
for Rot = 0.2 (Fig. 10). Here the model calculations are plotted
with and without the streamwise Coriolis effect (both incorporate
the z-momentum component). The u(y) data now show a dramatic
rise approaching the wall rather than the flat profile witnessed for
Rot = 0.13. Since u,, is proportional to ) rather than simply (,
a 60 percent rise in rotational frequency (from Rot = 0.13 to 0.2)
actually produces a rise in u,,, by a factor of 2.4. This also creates
a depression of the core velocity relative to no rotation. The w(y)
data in Fig. 10 show that the vortex has also been squeezed closer
to the wall, and the corresponding crossflow velocities have nearly
doubled. As further evidence of the streamwise Coriolis effect, the
model calculation with Coriolis incorporated is more in line with
the experimental results.

Figure 11 shows the u(z) calculation versus the experimental
data for the same case with larger Rot = 0.2. The boundary layer
disparity between the trailing and leading walls is apparent. The
vortex motion has thinned the trailing wall boundary layer and
thickened the leading wall boundary layer. By incorporating this
convection of boundary layer fluid into the model, the calculation
matches the experimental data almost exactly. Other researchers
have noted these same flow features to varying degrees. Berg et al.
(1991) measured the velocity field in a long {/d rotating pipe (Re =
40,000 and Rot = 0.04) with laser 2-focus and found a rise of 10
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0.2 and d.r. = 0.0; effect of streamwise component of Coriolis accelera-
tion in model

percent in the streamwise velocity from passage centerline to
sidewall and a trailing-to-leading wall edge velocity ratio of 1.15.
Tse and McGrath’s (1995) LDV data show secondary velocity
magnitudes up to 65 percent of the streamwise velocity at x/d =
7 for Re = 25,000 and Rot = 0.24. The streamwise velocity rise
toward the side walls is also evident in their data.

Finally, typical velocity vector fields from the centerline (y/d =
0.58) and near-wall (y/d = 0.93) rotating data are shown in Fig.
12 for the Rot = 0.2 case. The near-wall vectors show the strong
motion in the direction of rotation versus the centerline vectors,
which are leaning in the opposite direction. The y/d = 0.93
vectors also show evidence of the steep dw/dy gradient captured
by the finite laser sheet thickness (0.4 mm). Vectors with w/u,, =
—0.5 lie side by side with w/u, = 0.0 vectors in this two-
dimensional representation of a three-dimensional flowfield.

Heated, Rotating Velocity Measurements. Figure 13 shows
the effect of heat addition to the rotating flowfield. Plotted are u(z)
distributions from three cases: Rot = 0.0 and d.r. = 0.0, Rot = 0.2

‘and d.r. = 0.0, and Rot = 0.2 and d.r. = 0.27 along with the model

calculations. With heat addition, the trailing-to-leading wall dis-
parity in streamwise velocity exceeds a maximum ratio of 2. This
dwarfs the same measure from the non-heated data, shown in Fig.
11 (and again in this figure) to be only 1.1. Since Rot is identical
in the two data sets, the distorted streamwise velocity profile for
the heated case is clearly the result of hot, buoyant fluid collecting
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Data vs. Model: Streamwise Velocity Profile from
Leading to Trailing Wall

Etfect of Streamwise Coriolis Component in Model
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Fig. 11 Data versus model prediction of streamwise u(2) velocity pro-
files with Rot = 0.2 and d.r. = 0.0; effect of streamwise component of
Coriolis acceleration in model

on the leading wall. The fact that the model calculation for the d.r.
> 0 case employs a separated leading wall profile and appears to
match the trend in the data strongly suggests stagnant or reverse
flow near the leading wall for these conditions. Unfortunately, it is
difficult to image the near-wall region on the leading face of the
test section optically due to surface reflections, but isolated vectors
from a few selected PIV images do indicate the presence of
stagnant or reversed flow. Figure 14 shows actual vector fields for
the d.r. = 0.27 case where the u(z) gradient and sites of stagnant
flow along the leading wall are evident. The Coriolis vortex
evident in the w(y) data of Fig. 13 is responsible for the dispro-
portionate effect of buoyancy on the leading wall. The hot wall
fluid from the trailing and side walls all collects on the leading wall
due to the convective action of the swirling vortex.

Since there are no other heated rotating velocity data to compare
these new data with, the results of several computational studies
that give evidence of similar flow features are discussed for com-
parison. Dutta et al. (1994) computed a heated, rotating flowfield
for Wagner and Johnson’s configuration at Re = 25,000, Rot =
0.24, and dr. = 0.13 at x/d = 9.. The code results predict a
streamwise velocity of 0.7u,, at z/d = —.35 and 1.2u,, at z/d =
+0.35. Also, vectors near the side walls have secondary velocity
magnitudes near 0.15u,, and an estimated vortex eye position of
y/d = 0.1. For the same conditions, but a lower Rot = 0.12,
Tekriwal (1996, 1994) predicted nearly a factor of two in stream-
wise velocity from trailing side to leading side and shows cross-
stream velocities near 0.2u,, with a vortex eye position of y/d =
0.15. At a higher Rot = 0.48, Tekriwal predicted reverse flow
over a region extending to Az/d = 0.15 from the leading wall.
Prakash and Zerkle (1992) also predicted reverse flow for this
same high Rot case. Finally, Bonhoff et al. (1997) predicted
reverse flow and a peak streamwise velocity of 1.8u,, near the
trailing wall for Rot = 0.24, Re = 25,000, and d.r. = 0.15.
Although the three codes all predicted similar results (reverse flow
and core velocity skewed to trailing wall), the published data are
for three very different passage locations: x/d = 8 for Tekriwal,
x/d = 2 for Prakash and Zerkle, and x/d = 14 for Bonhoff et al.
The data presented here are at an x/d = 8, a lower Re = 10,000,
a moderate Rot = 0.2, and a factor of two higher d.r. = (.27 from
these predictions. While a CFD prediction reproducing these exact
flow conditions is not yet available, this comparison shows that the
measured behavior is in the range of that previously predicted.

The Coriolis effect on the streamwise velocity is also present in
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the heated PIV data, although now it competes directly with the
buoyancy force on the side walls. Figure 15 shows u(z) profiles at
various y stations. The region of highest velocity is 0.1 < z/d <
0.3 and y/d = 0.1 (near the back side wall). The region of lowest
velocity is —.3 < z/d < —0.1 and y/d = 0.86 (near the front
side wall). This unexpected side-to-side asymmetry is due to the
heating imbalance mentioned earlier in the experimental facility
section. Due to a manufacturing error, the front side wall has a
higher heat flux than the back side wall. Because of this, buoyancy
has a stronger effect on the front side wall than the back side wall,
and streamwise velocities along this wall (y/d = 1) are lower.
Upon closer inspection of the near-wall secondary velocities (w) in
Fig. 13, the peak negative velocity on the front side wall (y/d =
1) is 20 percent higher than on the back side wall (y/d = 0). Also,
the region of positive w velocity extends farther from the front
wall than from the back side wall. Since the boundary layer to core
fluid density ratio also influences w.,,, the stronger vortex on the
front side wall is evidence of the heat load disparity between the
two side walls. This combination of stronger vortex and greater
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Data vs. Model: Streamwise Velocity Profiles from Leading
to Trailing Wall near Passage Centerline (y/d=0.5)
_ Re=8100, Rot=0.2 & 0.0, d.r.=0.27 & 0.0, x/d=7.9
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Fig. 13 Streamwise u(y) and secondary w(y) velocity profiles with Rot =
0.2 and d.r. = 0.27

buoyancy sharply reduce the heat transfer at the front side edge of
the leading wall, as will be seen shortly.

Before presenting the heat transfer data, it is instructive to
attempt a heat transfer prediction based on the velocity data alone.
Comparing the leading and trailing walls, and ignoring for the
moment that the data suggest separation on the leading face due to
buoyancy, we could estimate the Nusselt number for each side
based solely on their associated boundary layer edge velocity.
From Fig. 13, this ratio appears to be approximately 2.2 (trailing
wall-to-leading wall respectively). Following the analytical
Dittus~Boelter (1930) correlation between Re and Nu, we would

expect

N R 0.8 w 0.8

s ) STt ISl g gos o gg
Nugg Reg Uols

As will be shown subsequently, this is within 6 percent of the
experimentally measured Nu ratio at this x/d.

Heat Transfer Measurements. The plots of Nu shown here
are normalized by the Dittus—Boelter correlation for Nu in a
stationary tube:

Nu,, = 0.023 Pr®* Re%?®

Data are presented for 0.02 < Rot < 0.29 all at Re = 8200 and
dr. = 0.27.

Figure 16 shows the Nusselt ratio contours on the inside walls of
the test section for the same conditions used in the heated PIV
study just presented. The four walls are displayed in succession
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Fig. 14 Sample PIV vector x—z plots for Re = 8200, Rot = 0.2, and d.r. =
0.27 at XIid = 7.9

from left to right: front side wall (y/d = 1), leading wall (z/d =
—0.5), back side wall (y/d = 0), and trailing wall (z/d = +0.5)
(see Fig. 7). A low-Nu spot is evident on the leading wall at x/d =
8 and a corresponding high-Nu region is located on the trailing
wall at the same x/d. The Nu on the other sides appears to vary
monotonically between the leading and trailing wall peak values.
Upon closer inspection, the low-Nu region on the leading wall is
skewed to the front side wall rather than the back side wall and the
lateral Nu gradient on the front side wall appears steeper than that
on the back side wall. This is evidence of the disparity in surface
heat flux between the two walls. The increased heat addition on the
front wall produces more buoyant hot fluid, which collects on the
leading wall creating the skewed Nu map. Also, the vortex is
stronger along this wall, causing a steeper Nu gradient than on the
back wall. If a symmetric heat flux wall condition had been

* achieved, the authors would expect the flow and Nu measurements

to exhibit greater symmetry about the passage centerline (y/d =
0.5).

The magnitude of these two effects is more clearly evaluated
with Fig. 17, which shows the side mean Nu as a function of x. As
expected Nurg > Nug by nearly a factor of 2 at x/d = 8. This
nearly matches the edge velocity prediction made earlier. While
Nuyg climbs nearly linearly from inlet to exit, Nuys is flat until
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Data: Streamwise Velocity Profiles at various y/d
Re=8200, Rot=0.2, d.r.=0.27, x/d=7.9
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Fig. 15 Streamwise u(z) velocity profile data for Re = 8200, Rot = 0.2,
and d.r. = 0.27 at 6 y/d locations and x/d = 7.9

x/d = 5 and then drops to a low at x/d = 8. As the velocity data
indicated, the buoyancy effect is considerable at x/d = 8, creating
a huge disparity between the flowfield on the leading wall versus
the trailing wall. If a region of separated flow on the leading wall
is the flow feature causing this low Nu at x/d = 8, it is logical to
pick a separation point based on the Nu data alone at approxi-
mately x/d = 5 (since this is where Nu,g begins to drop). Extrap-
olating further, there may be a flow reattachment at x/d = 9, as
Nu, begins to rise here. x/d = 9 is also near the passage exit
(I/d = 11.5), so this rise may be due to a recirculating flow from
the exit plenum.

Front Side
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Fig. 177 Mean side Nu(x)/Nu.. for ali four walls; Re = 8222, Rot = 0.191,
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The comparison of the front and back wall Nu ratios is more
complex. On the average, Nuy is 15 percent greater than Nuys.
The greater heat load added on the front side appears to have the
primary effect of strengthening the vortex here, thus creating an
increased convective heat transfer and higher Nu. There are also
noticeable oscillations in the Nu data. Nug initially rises with Nurg
but drops down coincident with the drop off in Nu,g at x/d = 5.
Then, there is a reprieve from x/d = 6 to 8 where Nug rises and
Nugg drops. Finally, Nugs drops to the exit and Nugs overtakes
Nugs.

To get some idea as to what may cause these apparent oscilla-
tions, Fig. 18 shews plots of Nu(y) at various x locations on the
leading wall. Clearly the Nu,g profile flattens around x/d = 8,
while before and after this point Nu,g is lower near the front side
edge. One possible explanation is the collection of a strong
buoyancy-generated separation bubble near the front-side/leading

~wall corner due to the heating imbalance. As the bubble grows

with x/d, it slowly migrates laterally until it fills the whole passage
width (creating the flat Nu, s profile near x/d = 8). At this point,
no further migration is possible and buoyant fluid again collects
disproportionately on the front side/leading wall edge. The result is

Mean Nusselt Data at 4 x/d Positions on the Leading Side
Note Change in Gradient from Front to Back Side Wall
Re=8222, Rot=0.191, d.r.=0.27, & Bo0=0.448
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Fig. 18 Nu(y)/Nu.. along leading wall at four x/d stations; Re = 8222,
Rot = 0.191, and d.r. = 0.27

Fig. 16 0.05 Nu/Nu.. contours on inside of passage for Ré = 8222, Rot =
0.191, and d.r. = 0.27 ' .
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Trailing Side to Leading Side Nusselt Ratio Data at 4 Rotations
Re=8200, d.r.=0.27, & Rot=0.288, 0.191, 0.096, and 0.019
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Fig. 19 Mean side trailing-to-leading wall Nu ratio for four Rot: 0.288,
0.191, 0.096, and 0.019

a reduced Nu here after x/d = 8. Han and Zhang (1992) found that
when a wall-to-wall heating imbalance (uneven wall temperatures)
was imposed on a rotating coolant passage, Nu was higher on all
of the passage walls compared with the constant wall temperature
case (at the same density ratio). They postulated that the buoyancy
imbalance destabilizes the core flow, creating a lateral motion that
could give rise to Nu variations like those seen here. Another
explanation could be the presence of a characteristic “Helmholtz-
like” fluid instability due to the buoyant rotating flow: the bulk
flow moving side-to-side in the passage alternating between the
front and back side walls. Either of these would account for the Nu
oscillations in Fig. 17, but more data are needed to confirm their
validity.

Figures 19 and 20 show the effect of rotation number on the
ratio Nus/Nu, s and the average value Nu,,, = (Nus + Nuqg)/2.
Though PIV data were taken only for Rot = 0.2, trends in the Nu
data with Rot can be interpreted by extrapolating from the avail-
able velocity data. If as speculated, separation caused the rise in
Nugs/Nus at x/d = 5 for Rot = 0.2, perhaps at the highest
rotation, flow separation on the leading wall begins at x/d = 2
(where Nupg/Nugg rises dramatically in Fig. 19). Then beyond
x/d =5, the separated region may have collapsed, causing flow to
move back toward the leading wall and decreasing Nury/Nu,s.
From both figures, it is clear that the passage mean Nu and the
trailing-to-leading wall Nu disparity grow with Rot.

Average of Trailing and Leading Nusselt Data at 4 Rotations
Re=8200, d.r.=0.27, & Rot=0.288, 0.191, 0.096, and 0.019
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Fig. 20 Mean side trailing plus leading wall Nu ratio average for four
Rot: 0.288, 0.191, 0.096, and 0.019
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Data taken by Barry (1994) on the same facility show a
nearly identical trend for Nu,s/Nu,, although the Barry data are
at Re = 25,000. The ratio rises to approximately 2 by x/d = 8
and drops off toward the exit. Guidez (1989) also measured a
Nuqg/Nu, g ratio of 2 at x/d = 7.4 and Re = 24,000, Rot = 0.2,
and d.r, = 0.36. Wagner et al. (1991a, b) show a Nus/Nu g ratio
of nearly 3.5 for Re = 25,000, Rot = 0.2, and d.r. = 0.22. Both
the Guidez and Wagner et al. data show Nuqg rising to a
maximum at x/d = 8 and Nuyg dropping from inlet to x/d = 6
(followed by a rise thereafter).

Conclusions

An experimental investigation was conducted on the internal
flowfield of a simulated turbine blade cooling passage. Velocity
measurements were taken using Particle Image Velocimetry for
both heated and non-heated cases. Under the same conditions, an
infrared detector collected wall temperature data for use in calcu-
lating local Nusselt number. The test section was operated with
radial outward flow and at values of Reynolds number, Rotation
number, and density ratio typical of applications. The conclusions
of the study are as follows:

1 This work contains the first reported global velocity mea-
surements in a heated, rotating test section. This successfully
demonstrates the application of PIV to a rotating flowfield. In
addition, high resolution heat transfer measurements taken with the
same test section operating at the same conditions allow the direct
correlation of flow phenomena with heat transfer phenomena.

2 The Coriolis vortex has two significant effects on the flow-
field. Tt transports hot, low-momentum wall fluid from the trailing
wall to the side wall and finally to the leading wall of the square
passage. Second, it creates a rise in streamwise velocity in the
region near the side wall where the secondary flow is in the
direction of rotation. The first of these two effects has the greatest
impact on cooling. The accumulation of hot, low-momentum cool-
ant near the leading wall effectively deters heat removal there.

3 The effect of buoyancy is also considerable, reducing
streamwise velocities by a factor of two in regions where high
temperature coolant is concentrated (near the leading wall).

4 A factor of two difference in Nu from trailing to leading wall
arises due to the combination of these buoyancy and Coriolis
effects. Without the Coriolis vortex, the buoyancy effect would be
evenly distributed to all four walls. Without the buoyancy effect,
the Coriolis vortex would only create a 10 percent shift in stream-
wise velocity toward the trailing wall (versus 120 percent with
buoyancy). Since the wall Nu appears to correlate directly with this
edge velocity, a Nu prediction based solely on the Coriolis effect
would have a factor of two error. This underscores the need for full
simulation of both effects simultaneously.

5 A momentum integral model has proven to be a useful tool
in flow interpretation. With several refinements incorporated from
the experimental data, the model calculations are accurate to
within 20 percent of the observed flow features. This lends validity
to the underlying model assumption of an inviscid core flow
surrounded by wall shear layers. Modeling the Coriolis vortex as
a momentum deficit transport mechanism that primarily exchanges
hot, low-momentum boundary layer fluid between adjacent walls
was found to be a successful strategy. Modeling the buoyancy
effect as a separated region of stagnant flow on the leading wall
also matches the experimental observation well.
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Influence of Vane-Blade
Spacing on Transonic Turbine
Stage Aerodynamics:

Part [—Time-Averaged Data
and Analysis

A comprehensive study has been performed to determine the influence of vane-blade
spacing on transonic turbine stage aerodynamics. In Part I of this paper, an investigation

of the effect of turbine vane—blade interaction on the time-mean airfoil surface pressures
and overall stage performance parameters is presented. Experimental data for an instru-

M. G. Dunn

mented turbine stage are compared to two- and three-dimensional results from four

different time-accurate Navier—Stokes solvers. Unsteady pressure data were taken for
three vane—blade row spacings in a short-duration shock tunnel using surface-mounted,

C. W. Haldeman

high-response pressure sensors located along the midspan of the airfoils. Results indicate

that while the magnitude of the surface pressure unsteadiness on the vane and blade
changes significantly with spacing, the time-mean pressures and performance numbers

R. S. Abhari

The Ohio State University,
Columbus, OH 43235

Introduction

A well-developed ability to predict turbine stage unsteadiness is
essential in addressing noise, efficiency, and endurance issues in
future high-performance turbines. High-cycle fatigue, a problem of
great interest in advanced turbines, might be quantitatively as-
sessed as part of turbomachinery design by investigating unsteady
vane-blade interactions in the design cycle. The dramatic increase
in the speed and power of computational resources and the effi-
ciency of the advanced computational algorithms in use today are
making this a reality. Both two- and three-dimensional codes
capable of predicting the turbine vane-blade aerodynamic interac-
tion are now available. This interaction results from three sources:
potential effects, shock interactions, and viscous effects. Many
papers have been written discussing these sources of unsteadiness
and their effects on turbine stage aerodynamics. Giles (1988a)
demonstrated that the shocks emanating from the vane trailing
edge have a significant effect on the blade lift. Ashworth et al.
(1985) and Rao et al. (1994) have also conducted studies on
transonic turbine unsteady aerodynamics. Dring et al. (1981) stud-
ied the effect of vane-blade spacing on performance in a low-
speed turbine stage. More recently, Kelecy et al. (1995) conducted
a numerical study of the effect of vane—blade spacing on transonic
turbine stage performance and found little correlation between the
stage adiabatic efficiency and spacing.

In this two-part paper, an experimental/computational investi-
gation of the influence of vane—blade axial spacing on transonic
turbine stage unsteady aerodynamics is presented. Both two- and
three-dimensional solutions and performance numbers from four
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are not greatly affected.

different Navier—Stokes solvers were gathered for a common tur-
bine rig geometry. Designed to provide unsteady pressure and heat
transfer data, this high-pressure turbine rig allows for the adjust-
ment of the spacing between the vane and blade rows. Time-mean
and phase-resolved solutions have been compared to experimental
data gathered during tests on this turbine in a shock tunnel facility.
Three axial spacings corresponding to 20, 40, and 60 percent of the
vane axial chord have been investigated. Part I of this paper
presents performance numbers and comparisons between the time-
mean solutions and data for each of the three axial spacings.
Comparisons are also made between the maximum and minimum
calculated and measured surface pressures along the vane and
blade surfaces. An analysis of the phase-resolved solutions from
the four codes and data is presented in Part II (Busby et al., 1999).

A secondary objective of this two-part paper is the comparison
of results produced by four different state-of-the-art computer
codes written specifically to solve the unsteady turbomachinery
problem. Each of the codes uses a different solution algorithm and
grid system. This exercise provides an assessment of the predictive
capability provided by the current generation of codes dedicated to
turbomachinery stage solutions.

Computational Approach

Computational results were obtained for this paper using four
different computer codes. They are hereafter referred to as Proce-
dures 1-4. The solution algorithms and grid systems varied

greatly. In all cases the grid spacing at the wall was such that the

turbulence model did not require wall functions. Below is a short
description of each code.

Procedure 1. The time-dependent, Reynolds-averaged Navier—
Stokes equations are solved with an implicit dual time-step approach
coupled with a Lax—~Wendroff/multiple-grid procedure (Davis et al.,
1996; Ni, 1981; Ni and Bogoian, 1989; Ni and Sharma, 1990; Taka-
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hashi and Ni, 1991). The scheme uses central differences for the
spatial derivatives with second- and fourth-order smoothing for sta-
bility. The algorithm is second-order accurate in time and space. The
Baldwin-Lomax (1978) turbulence model is used to compute the
turbulent viscosity.

No-slip and constant temperature wall conditions are used on all
solid boundaries. Giles’ (1990) two-dimensional, steady, nonre-
flecting, free-stream boundary conditions are used at the upstream
and downstream free-stream boundaries. At the inter-blade-row
boundaries where the computational grid sectors move relative to
each other, the pseudo-time-rate change of the primary variables
are interpolated from the adjacent blade row and added to the
time-rate changes computed from the Lax—Wendroff treatment.

An H-grid topology is used for both the vane and blade pas-
sages. The solution domain was chosen to maintain the same
spatial periodicity as the experiment. The two-dimensional simu-
lations were performed using three radial planes with the first and
third planes representing the boundary surfaces of the stream tube.
The three-dimensional solutions included the tip clearance of the
blade.

Procedure 2. The two-dimensional Vane-Blade Interaction
code provides fully interactive solutions of turbine stage flows by
solving the Reynolds-averaged Navier—Stokes equations using an
explicit, five-stage Runge—Kutta algorithm similar to that pre-
sented by Swanson and Turkel (1985). The system is solved on a
blade-to-blade surface of revolution. The scheme uses central
differences to approximate the spatial derivatives and a dissipation
scheme developed by Jameson et al. (1981) based on second- and
fourth-order terms. Second-order accuracy is achieved in both
space and time. Implicit residual smoothing is employed to in-
crease the stability limit of the numerical method by accelerating
the propagation of information throughout the grid system. Tur-
bulent viscosity is modeled with the Baldwin—-Lomax (1978) al-
gebraic turbulence model. The airfoil surface boundary layers are
assumed to be fully turbulent in these calculations.

A composite grid system comprised of O-grids around the
airfoils overset on background H-grids is used to model the solu-
tion domain. The Chimera approach of Benek et al. (1985) is
employed to transfer information between the overset grids. At the
inlet and exit boundaries, nonreflecting boundary conditions are
used to minimize spurious reflections. Phase-lagged periodic
boundary conditions (Lewis et al., 1989) are employed to treat the
periodic boundaries in the airfoil passages. The phase-lagged
boundary conditions .allow solutions to be obtained for stage
geometries with arbitrary airfoil counts while including just one
vane and one blade in the solution domain. Communication be-
tween the two H-grids in the interrow region as the blade rotates
past the vane is provided through interpolation between the two
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grids of phase-lagged boundary information. Details of the code
development and validation have been presented by Rao and
Delaney (1990) and Rao et al. (1994).

Procedure 3. The numerical procedure used to model this
flow is a two-dimensional, Reynolds-averaged, unsteady multi-
blade row code, UNSFLO, developed by Giles (1988b). This is a
coupled viscous/inviscid code in which the thin shear layer
Navier—Stokes equations are solved on a body-fitted boundary
layer grid using an implicit algorithm, while the Euler equations
are solved on an outer inviscid grid using an explicit algorithm.
The interface between the two regions is handled in a conservative
manner. Quasi-three-dimensional effects are included through the
specification of a stream-tube thickness in the third dimension
(axial velocity density ratio). Here, the Euler equations are solved
using a generalization of Ni’s Lax—-Wendroff algorithm (Ni, 1981).
Full second-order accuracy is achieved. The inviscid grid consists
of an H-type structured grid around the vanes and the rotor blades.
The viscous grid is an O-type mesh about each blade for which an
ADI (alternating-direction-implicit) method with Roe’s flux-
difference splitting gives third-order upwinding for the residual
operator and first-order upwinding for the implicit operator. The
Baldwin-Lomax (1978) algebraic turbulence model is used in the
viscous part of the solution with the location of the boundary layer
transition specified. For the calculations presented herein, transi-
tion was assumed at the leading edge. For unsteady blade—vane
interaction calculations, the code utilizes an innovative space—time
coordinate transformation, “time-tilting” (Giles, 1988b), to permit
arbitrary blade-vane pitch ratios while incurring little penalty in
computation time. More details on this code and its verification
may be found in Giles and Haimes (1993) and Abhari et al. (1992).

Procedure 4. This technique is based on an extension of an
approach developed by Rai (1987). The flow field is divided into
two basic types of zone. O-grids are used to resolve the flow field
near the airfoils. These O-grids are overlaid on outer H-grids,
which are used to resolve the flow field in the passages between
airfoils. The H-grids are allowed to slip relative to one another to
simulate the relative motion between blades and vanes. In the
numerical simulations, the numbers of vanes and blades in the
solution domain were chosen to maintain the same spatial period-
icity as the experiment. The thin-layer or full Navier—Stokes equa-
tions, cast in the strong conservation form, are solved on both the
O- and H-type grids. A fully implicit, finite-difference method is
used to advance the solution of the governing equations in time. A
Newton—-Raphson subiteration scheme is used to reduce the lin-
earization and factorization errors at each time step. The convec-
tive terms are evaluated using a third-order accurate upwind-
biased Roe scheme, while the viscous terms are evaluated using
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Table 1 Turbine stage geometry
Parameter Vane Blade
Number of airfoils 30 45
Chord, in. (mm) 2.66 (67.6) 1.87 (47.5)
Spacing, in. (mm) 2.03 (51.6)  1.34 (34.0)
Chord/spacing 1.32 - 1.39
Mean radius, in. (mm) 9.73 (247.1)  9.70 (246.4)
Aspect ratio 072 - 1.10
L.E. radius, in. (mm)  0.18 (4.6) 0.09 (2.3)
T.E. radius, in. (mm)  0.03 (0.8) 0.03 (0.8)
Hub/tip radius ratio 0.82 0.81
Tip radius, in. (mm) ~ 10.64 (270.3) 10.64 (270.3)
T.E. blockage (%) 9.44 8.94

second-order accurate central differences. The algorithm is
second-order temporally accurate. The Baldwin-Lomax (1978)
turbulence model is used to compute the turbulent viscosity. In
steady-state simulations, the flow variables are flux-averaged at the
interface between adjacent blade rows. Nonreflecting boundary
conditions are then used to transfer information across the blade
row interface. Further details on the numerical analysis can be
found in Dorney and Davis (1992).

Experimental Apparatus

Experimental data were gathered in a short-duration shock tun-
nel facility capable of accommodating the weight flow and geo-
metric requirements of large turbines. Components of the facility
include a reflected shock tunnel, primary nozzle, dump tank, and
control room. The helium/air-driven shock tube is 18.5 in. (0.46 m)
inner diameter with a 40 ft (12.2 m) long driver section and a 60
ft (18.3 m) long driven section. The dump tank is 9 ft (2.75 m) in
diameter and 34 ft (10.4 m) long. This facility is capable of test
times on the order of 35 to 40 ms. The test gas in these experiments
was air.

Located in the expanding portion of the flow at the upstream end
of the dump tank, the turbine model housing consists of an inlet
duct, an exit nozzle to govern the flow through the turbine rig, and
an air motor to drive the turbine rotor. A diagram of the turbine rig
housing is shown in Fig. 1. The flow enters the inlet duct at a Mach
number of 0.05 and is expanded through the flow contraction to
match the required vane inlet conditions. By moving the spacer
and saddle, the spacing between the vane and blade can be easily
changed. The pressure ratio over the stage is fixed by the nozzle
located at the end of a constant area duct downstream of the rotor.

Geometric and aerodynamic data for the turbine rig are shown in
Tables 1 and 2, respectively. This turbine rig can be configured
with either a subsonic or transonic vane by changing the vane
setting angle; however, the transonic configuration was used for
this work. Both the vane and blade were instrumented at midspan
with flush-mounted Kulite pressure transducers. A photograph of
an instrumented vane is shown in Fig. 2. The transducers have an
active area of 0.025 in. (6.25 X 10™* m) by 0.025 in. (6.25 X 10™
m) and a thickness of 0.013 in. (3.25 X 10™* m). The natural
frequency of these transducers is approximately 400 kHz with a

Table 2 Turbine stage operating conditions

Parameter 20% Sp. 40% Sp. 60% Sp.
Speed (RPM) 11,841 11,793 11,755

pi1, psia (kPa) 42.5(274.5) 45.1(313.2) 30.5(274.5)
ps, psia (kPa)  9.5(65.9)  10.4(72.4)  9.4(65.2)
Ty, R (K) 1098(610)  1177(654)  1183(657)
Tpa, R (K)  506(281)  499(277)  499(277)
1, kg/sec 10.6 10.6 10.6
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Fig. 2 Photograph of instrumented vane

frequency of response as installed in excess of 100 kHz. Locations
of the transducers installed on the vane and blade can be seen in
Fig. 3. Because of the small size of the blade, it was necessary to
install the blade transducers on two different blades to prevent a
disturbance of the flow path. The two blades were chosen based on
the circumferential periodicity of the geometry, i.e., the two in-
strumented blades are always oriented in an identical manner
relative to the upstream vanes. Further details of the facility and
turbine rig can be found in Dunn et al. (1990).

All Kulite pressure sensors are calibrated throughout the entire
data system on a daily basis. Pressure transducers were grouped
according to their stability over this calibration process. Seventy
percent of the sensors calibrated to within 0.1 psia (+0.690 kPa)
peak-peak variation over the experimental data range: 8 to 45 psia
(55 to 310 kPa). Another 23 percent were within *+0.2 psia
(*1.379 kPa). The final 7 percent were within =0.7 psia (£4.800
kPa). The uncertainty of the reduced data is greatly improved due
to the fact that reported measurements are averaged over many
data points, and the cumulative effect is a reduction in uncertainty
of the average well below these values. However, as a very
conservative number, the data can be assumed to lie within +0.2
psia (£1.379 kPa), which is a standard deviation of *0.067 psia
(£0.460 kPa).

Tests were conducted by first pressurizing the driver tube and
evacuating the driven tube and dump tank. At this time the turbine
rotor was spun up to its test speed by the air motor. The dia-
phragms separating the driver and driven tubes were then ruptured.
As the incident shock reflected off of the end of the driven tube, a
fast-acting valve opened to allow the high-pressure and tempera-
ture air to flow through the model housing and turbine rig into the
dump tank. Surface pressure data were taken for the three vane—
blade spacings previously mentioned. The experimental pressure

7 1’-,7‘;3 18
28 40
a. Vane 29\ b. Blade TE90-1839

Fig. 3 Transducer locations on rig vane and blade
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Table 3 Grid refinement study for Procedure 1
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Fig. 4 Variation of y+ with grid, Procedure 1

data are compared to computational results in the following sec-
tion.

Results

Results are presented for all four codes and compared to exper-
imental measurements. Grid refinement studies for the two-
dimensional calculations are first presented, followed by a discus-
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Grid Vane Blade
1 137x57,Ay,, =0.0001 137x57,Ay,, = 0.0001
2 137x57,Ay,, =0.00005 137x57,Ay,, = 0.00005
3 137x57,Ay,, =0.00003 137x57,Ay,, = 0.00003
4 137x57,Ay,, =0.00001 137x57,Ay,, = 0.00001

sion of the data and two-dimensional midspan solutions. A
comparison is then made between two-dimensional and three-
dimensional predictions. Finally, both two- and three-dimensional
performance calculations are presented.

Grid Refinement Study. Grid refinement studies were con-
ducted by all participants in an effort to determine the grid size and
wall spacing necessary to achieve grid-independent solutions. All
solutions presented in this section are steady solutions.

Many grids of varying sizes were used in the study. Space
limitations prohibit a complete listing; therefore, the focus here is
on the wall spacing at the determined best grid size based on shock
location and wake diffusion. The objective was to select grids that
would provide grid-independent heat transfer solutions as well as
surface pressure solutions. For this reason, the selected grids for
Procedures 1, 2, and 4 provide y+ values at or below 1.0 over the
vane and blade surfaces.

Figures 4 and 5 show y+ values and static surface pressures, p,,
nondimensionalized by the stage inlet total pressure, p,,, respec-
tively, for the grids used in the Procedure 1 grid refinement study.
The corresponding grid dimensions per passage and nondimen-
sional wall spacings are shown in Table 3. Although there are no
differences in the pressure solutions for all four grids, grid 3 was
chosen as the solution grid because it provided y+ values consis-
tently below 1.0 along the entire vane and blade surfaces. Similar
plots are shown for Procedure 2 in Figs. 6 and 7 with the corre-
sponding grid dimensions and nondimensional wall spacings
shown in Table 4. Surface pressures are again nearly constant with
wall spacing. Grid 3 was chosen because of y-+ values at or below

Vane

-1.0 -0.5 0.0

. . 0.5 Sucti " 1.0
Pressure surtace  Wetted distance, S/S uction surtace

Biade
3.0 | T T T

.0 -0.5 0.0
Pressure surface  wetted distance, s/s, ..

0.5 1.0
Suction surface

Fig. 6 Variation of y+ with grid, Procedure 2
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1.0 for the majority of the vane and blade surfaces. A 208 X 75
H-grid was used for both the vane and blade in the Procedure 2
simulations.

Grid sizes used in the Procedure 3 calculations are 80 X 60,
143 X 19, 80 X 40, and 123 X 19 for the vane H-grid, vane
O-grid, blade H-grid, and blade O-grid, respectively. A series of
solutions were run using a variety of grid dimensions ranging up to
approximately double these, and it was determined no additional
resolution of the stage pressure field was gained.

The Procedure 4 grid refinement study consisted of three pri-
mary steps. Initially, a wake convection simulation with no airfoils
was performed to determine the H-grid density necessary to pre-
vent wake diffusion. The necessary O-grid spacing and density at
the wall to provide y+ values of less than 1.0 and 25 points in the
boundary layer were then determined with a series of cascade
simulations. Finally, the number of normals to the airfoil surface in
the O-grid was chosen such that the shock location in the cascade
was grid independent. The vane passages were discretized using
251 X 51 computational grid points in each O-grid and 120 X 45
grid points in each H-grid. Blade passages were discretized with
251 X 51 grid points in each O-grid and 111 X 45 grid points in
each H-grid.

Due to the large CPU requirements for the three-dimensional
code, it was not practical to do a complete grid refinement study
for the three-dimensional solutions. The two-dimensional grid
refinement study was used to guide the selection of the three-
dimensional grid dimensions. Grid dimensions per passage for the
three-dimensional solutions produced by Procedure 1 are shown in
Table 5.

Table 4 Grid refinement study for Procedure 2

Grid Vane O-grid Blade O-grid
1 321x51,Ay, =0.00005 321x51,Ay,, = 0.00005
2 381x55,Ay,, =0.00003 381x51,Ay,, = 0.00005
3 381x55,Ay,, =0.00002 381x51,Ay,, = 0.00003
4 381 x55,Ay, =0.00001 381x51,Ay,, = 0.00003
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Table 5 Grid dimensions for Procedure 1 three-dimensional caicula-
tions

Grid Size
Vane H 129x65%x57
Blade H 129x65x57

Blade Tip  93x25x9

Time-Averaged Data. Figures 810 contain two-dimensional
time-mean solutions and data for the three axial spacings. Note that
at 40 percent spacing, four experimental data points are missing on
the blade due to transducer failure. The missing data points are at
wetted distance percents of 0, 22, 48, and 74 on the blade suction
surface. In general, good agreement is shown among the different
predictions for all three spacings. Some discrepancies are observed
near the throat location on the suction surface of the vane and on
the uncovered portion of the suction surface of the blade. The
former is related to differences in the geometric treatment of the
airfoil trailing edge by the different grid systems, while the latter
is due to differences in the stage exit boundary conditions. The
predictions generally match the data well, with the exception of the
vane suction surface and the blade suction surface near the trailing
edge. Along the suction surface of the vane all of the codes predict
a weaker expansion than the data suggests. The cause of this is
unknown at this time; however, one possible explanation involves
the stream tube thicknesses used in the two-dimensional calcula-
tions. Each of the two-dimensional codes models three-
dimensional effects by solving the governing equations on a
stream surface of revolution. Stream tube thicknesses used in the
two-dimensional calculations were 0.1000, 0.0944, 0.0997, and
0.1027 for the vane leading edge, vane trailing edge, blade leading
edge, and blade trailing edge, respectively. The variation was
assumed to be linear across the airfoils. It can be shown that by
varying the stream tube contraction along the vane, a solution that
closely matches the data can be obtained. In light of the fact that
the three-dimensional solutions, presented later, also show this
behavior over the vane suction surface, this does not seem to be the
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Fig. 8 Time-mean pressure, 20 percent spacing
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likely cause. Other possible explanations include an error in the
data or an error in the airfoil geometry, either electronic or phys-
ical. At this time, however, there is no reason to suspect either of
these items, as checks have been performed in each of these areas.

Another significant difference between the predictions and data
is near the trailing edge of the blade on the suction surface. At all
three spacings, the last data point is missed by a large margin. This
is most likely due to a difference in the back pressures between the
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solution operating conditions and the test conditions. A trailing
edge shock impinging on the suction surface of the blade causes
the measured pressure to rise at approximately 75 percent wetted
distance. The lower back pressure used in the solutions causes this
shock to be inclined at a lower angle relative to the suction surface,
thus striking the blade at a point closer to the trailing edge.

The influence of spacing on the measured time-mean pressure is
shown in Fig. 11. It is evident from these plots that the spacing has
negligible effect on the time-averaged surface pressures of the
turbine stage. This is especially significant for the blade where, as
will be seen in the next section, the entire airfoil surface is
enveloped in unsteadiness.

Surface Pressure Envelopes. Surface pressure envelopes for
the three spacings are contained in Figs. 12-14, where two-
dimensional solutions are compared to experimental data. The
surface pressure envelope indicates the difference between the
maximum and minimum pressure at a point during the course of
one passing period. A passing period for a given row is the time for
an airfoil in that row to pass one airfoil of the opposite row. All of
the codes provide similar predictions of the magnitude of the
surface pressure unsteadiness. The lack of unsteadiness upstream
of the throat on the vane suction surface is an indication of choked
conditions on the vane row. In general, Procedure 2 predicts a
larger unsteady envelope than the others. Once again, the solutions
match the data well at all spacings, with the exception of the two
locations discussed previously. The trend is that the codes over-
predict the unsteady magnitudes. This is especially apparent on the
vane.

The influence of spacing on the measured pressure envelopes is
demonstrated in Fig. 15. As the spacing decreases, the magnitude
of the unsteadiness increases. This is due to a reduced distance
available for dissipation of the shocks and wake present in the
interrow region. The dependence of the unsteadiness on spacing is
most apparent on the suction surfaces of the vane and blade. An
increase in the magnitude of the unsteadiness by a factor of
approximately two is realized by decreasing the vane—blade row
spacing from 60 to 20 percent vane axial chord. In Fig. 15 at a
location near the blade leading edge, it appears as though the
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unsteadiness of the 40 percent spacing case is of lower magnitude
than the 60 percent spacing case. This is deceiving because of the
absence of a leading edge data point for the 40 percent case.

Two-Dimensional Versus Three-Dimensional

Figures 16-18 show comparisons between two- and three-
dimensional time-mean midspan solutions provided by Procedure
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1. There is good agreement between the two- and three-
dimensional solutions in all cases. The three-dimensional solutions
match the data better than the two-dimensional solutions at a
location on the blade suction surface between /S, = 0.15 and
SIS e = 0.4. Note that the three-dimensional solutions also over-
predict the time-mean surface pressures on the first half of the vane
suction surface. Comparisons between two- and three-dimensional
pressure envelopes are presented in Figs. 19-21. The two- and
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three-dimensional solutions match closely on both the vane and
blade.

Performance Summary. All of the calculations presented in
previous sections were run again with adiabatic wall conditions for
the performance predictions. Adiabatic efficiencies were calcu-
lated for both the two-dimensional and three-dimensional solutions
using the following formula:
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where T is the temperature, p is the pressure, vy is the ratio of
specific heats, the subscript ¢ denotes a total quantity, and the
subscripts 1 and 4 refer to the stage inlet and exit stations, respec-
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tively. Values used in the efficiency calculations were mass aver-
aged at each time step and then averaged in time.

Table 6 contains adiabatic efficiencies for the two-dimensional
calculations at all three spacings. Each of the procedures predicts
a slightly different efficiency level. In the absence of experimen-
tally measured efficiencies to validate these calculations, it is
difficult to say just how well each procedure predicts the absolute
efficiency value; however, it is the efficiency trend with spacing
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Table 6 Calculated two-dimensional stage adiabatic efficiencies (per-
cent)

Proc.1 Proc. 2 Proc. 3 Proc. 4
20% 92.4 93.3 89.6 92.0
40% 92.7 93.1 89.7 92.0
60% 92.7 93.1 90.0 92.6

for each procedure that is of most interest here. Reasonable con-
fidence exists, based on previous work by Kelecy et al. (1995), in
the ability to predict efficiency trends. The general trend here is
that the efficiencies increase slightly as the axial spacing increases.

One might expect an increase in efficiency as the spacing
increases since, as has been shown, the amplitude of the unsteadi-
ness decreases, indicating a lessening of the severity of shock and
wake interactions. Results indicate there is a decrease in the stage
total pressure drop as the spacing increases, as shown in Table 7.
A detailed discussion of the vane and blade performance along
with an examination of the driving mechanisms is presented by
Busby et al. (1999). The rate at which the pressure drop changes
with unit change in spacing appears to increase as the spacing
decreases. This trend is not reflected in the efficiencies. It should
be noted that the change in operating conditions between each of
the three spacings could also be partly responsible for the perfor-
mance trends observed here. However, previous work by Kelecy et
al. (1995) in which solutions for the three spacings were calculated
at identical operating conditions showed similar trends.

Calculated steady, three-dimensional stage adiabatic efficiencies
shown in Table 8 from the Procedure | three-dimensional code
exhibit the same trend as the Procedure 1 two-dimensional effi-
ciencies. The three-dimensional efficiencies are approximately 6
percent less than the two-dimensional efficiencies due to end wall
losses. Based on the two-dimensional numbers presented here, the
vane-blade spacing has very little influence on the stage adiabatic
efficiency. However, the 0.8 percent efficiency decrease between
the 60 and 20 percent spacing three-dimensional solutions could be
significant.

Summary

A combined computational/experimental study of the effect of
vane-blade row spacing on transonic turbine stage time-mean
aerodynamics has been presented. Comparisons between compu-
tational solutions and experimental data indicate that vane-blade
spacing in transonic turbines has little effect on the time-mean
surface pressures of the stage. There is, however, a large change in
the magnitude of the unsteadiness with changes in the spacing.
With an increase in the gap from 20 to 60 percent of the vane axial
chord, the surface pressure unsteady magnitude decreases by as
much as a factor of two. In general, the adiabatic total pressure
drop increases as the spacing decreases, with the rate at which the

Table 7 Calculated two-dimensional stage total pressure ratio

Proc. 1 Proc. 2 Proc. 3 Proc. 4
20% 0.287 0.280 0.297 0.298
40% 0.299 0.290 0.297 0.301
60% 0.304 0.290 0.296 0.307

‘Table 8 Procedure 1 calculated three-dimensional, steady stage adia-
batic efficiencies

Spacing Efficiency (%)

20% 86.5
40% 87.4
60% 87.3
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drop changes with unit change in spacing greater as the spacing
decreases. There is no definite corresponding trend in the adiabatic
efficiencies. The adiabatic efficiencies do, however, tend to in-
crease slightly with an increase in axial spacing.

It is apparent that all of the codes used in this work produce
comparable results. As the individual methods, algorithms, and
grid systems were compared, it was clear that each code has its
advantages and disadvantages. It was also clear that quality solu-
tions were produced by each of the codes.
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This paper presents results of a combined experimental/computational investigation into
the effects of vane—blade spacing on the unsteady aerodynamics of a transonic turbine
stage. Time-resolved data were taken in a shock-tunnel facility in which the flow was
generated with a short-duration source of heated and pressurized air. This data is
compared with the results obtained from four unsteady Navier-Stokes solvers. The
time-resolved flow for three axial spacings is examined. For each vane-blade spacing, the
inlet conditions were nearly identical and the vane exit flow was transonic. Surface-
mounted high-response pressure transducers at midspan were used to obtain the pressure
measurements. The computed two-dimensional unsteady airfoil surface pressure predic-
tions are compared with the Kulite pressure transducer measurements. The unsteady and
axial spacing effects on loading and performance are examined. In general the numerical
solutions compared very favorably with each other and with the experimental data. The
overall predicted stage losses and efficiencies did not vary much with vane/blade axial
spacing. The computations indicated that any increases in the blade relative total pressure
loss were offset by a decrease in vane loss as the axial spacing was decreased. The
decrease in predicted vane total pressure loss with decreased axial spacing was primarily
due to a reduction in the wake mixing losses. The increase in predicted blade relative total
pressure loss with a decrease in axial spacing was found to be mainly due to increased
vane wake/blade interaction.

Indianapolis, IN 46206

Introduction

The drive to reduce weight and cost of both military and
commercial gas turbine engines has led to a reduction in the
number of stages used in the compressor and turbine components.
Tn addition, the axial extent of the compressor and turbine has also
been reduced, which in turn has led to smaller axial spacing
between blade rows. As a result of the overall downsizing of these
components, airfoil loading has increased, secondary flows have
become more influential, and shocks that arise from transonic
passage flows have increased aerodynamic losses. In addition, the
unsteady interaction between adjacent blade rows has become a
critical factor in reducing aerodynamic performance, stability, and
durability.

In an attempt to overcome some of the performance degradation
issues due to downsizing of the turbine, research in the area of
transonic flows in axial flow turbine passages has increased in the
past several years. Many experimental and numerical studies have
been performed for linear transonic turbine cascades to understand
the aerodynamic loss mechanisms, including the trailing edge
shock structure (Nix et al., 1997), base pressure (Doughty et al.,
1992), boundary layer transition (Wesner et al., 1997), and vortex
shedding (Arnone and Pacciani, 1996). Recently, similar investi-
gations have been performed for multi-blade-row transonic tur-
bines to understand the unsteady flow effects of hot streaks (Saxer

Contributed by the International Gas Turbine Institute and presented at the 43rd
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm,
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine
Institute February 1998. Paper No. 98-GT-482. Associate Technical Editor: R. E.
Kielb.
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and Giles, 1994; Dorney and Sondak, 1996), heat transfer
(Guenette et al.,, 1989), and shock/blade interaction (Rao and
Delaney, 1990; Dunn et al., 1990) on aerodynamic performance.
Only a few studies (Jennions and Adamczyk, 1997; Rangwalla,
1994; Abhari et al., 1992) have been conducted, however, to
expose the unsteady, transonic flow physics responsible for per-
formance degradation as the axial spacing between turbine blade
rows is reduced.

The investigation described in this paper is focused on high-
lighting the unsteady flow effects responsible for changes in the
unsteady loads and losses as the axial gap between vane and blade
is reduced. A series of experiments along with numerical predic-
tions have been used to illustrate the unsteady flow phenomena in
this transonic turbine stage and to demonstrate the current capa-
bility in predicting these flows. A companion paper (Venable et al.,
1999) discusses the effects of vane/blade axial gap on the time-
averaged aerodynamics of this turbine stage.

Experimental Setup

A high-pressure transonic turbine stage (30 vanes/45 blades)
was evaluated both experimentally and computationally in this
program. The measurements were performed using a large shock-
tunnel facility that was constructed to accommodate very large
weight-flow machines. The turbine stage was installed in the
shock-tunnel facility and detailed time-average and phase-resolved
surface pressure measurements were obtained at the midspan of
both the vane and the blade. The axial gap between the vane and
the blade was set at 20, 40, and 60 percent of the vane axial chord
to measure the change in aerodynamic interaction and to determine
the unsteady flow effects responsible for the change. The pressure
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Table 3 Two-dimensional grid densities

Table 1 Stage operating conditions
20% Gap | 40% Gap__| 60% Gap

Rotor (rpm) 11,841 11,793 11,755
P Iniet (kPa) 295.0 313.2 274.5

Ps Exit (kPa) 65.9 72.4 65.2

T; Inlet (K) 609.9 654.0 657.2

T. Wall (K) 295.2 291.2 291.2
Massflow (ka/sec) | 10.55 10.55 10.55

ratio, mass flow, and blade rotational speed, given in Table 1, were
essentially held fixed for the three axial gap positions. These
conditions resulted in both the vane and blade passages operating
in transonic flow. The time-averaged measurements and computa-
tions, along with details of the geometry and flow conditions are
presented in Part I of this paper (Venable et al., 1999).

The unsteady pressure data reported in this paper were obtained
using miniature Kulite pressure transducers. The transducers were
flush mounted on the surface and had an active area of 6.25 X 10~*
m (0.025 in.) by 6.25 X 107" m (0.025 in.) and a thickness of
3.25 X 107 m (0.0139 in.). A thin layer of silastic material was
placed over the transducers to provide a thermal barrier. The
natural frequency of these transducers is approximately 400 kHz,
while the blade passing frequency is approximately 5.9 kHz. The
frequency response of the transducers, as installed, is in excess of
100 kHz. For many of the transducers, the data were sampled
simultaneously at 100 kHz and 250 kHz using two different data
recording systems. An example of the influence of sampling fre-
quency will be shown in a later section.

All Kulite pressure transducers are calibrated throughout the
entire data system on a daily basis. Pressure transducers were
grouped according to their stability over this calibration process.
Approximately 70 percent of the sensors calibrated to within
+0.6895 kPa (0.1 psia) peak-peak variation over the experimen-
tal data range: 55 to 310 kPa (8§—45 psia). Another 23 percent were
within +1.379 kPa (*0.2 psia). The final 7 percent were within
+4.8 kPa (£0.7 psia). The uncertainty of the reduced data is
greatly improved due to the fact that reported measurements are
averaged over many data points, and the cumulative effect is a
reduction in the uncertainty of the average well below these values.
However, as a very conservative number, the data can be assumed
to lie within the £1.379 kPa (*0.2 psia), which is a standard
deviation of *0.46 kPa (+0.067 psia).

The vanes and blades were also instrumented with thin-film
heat-flux gages so that time-resolved heat flux could be measured.
These devices have extremely high frequency response and thus
provide an excellent test for the codes. However, this paper will be
devoted to a discussion of the pressure data and the heat-flux data
will be presented at a later date.

Computational Methods

Unsteady vane/blade flow predictions were performed using
four different computational approaches. The algorithms used for
the computational analysis are described in Part I of this paper

Procedure 1 2 3 4

Vane O- n/a 381x55 | 143x19 | 251x51
Vane H- 137x567 | 208x75 80x60 | 120x45
Blade O- n/a 381x51 123x19 | 251x51
Blade H- 137x57 | 208x75 80x40 | 111x45

(Venable et al., 1999) and are listed in Table 2. A brief review of
the numerical and physical models used in these procedures,
specifically for unsteady flows, will be presented here.

The computational procedures chosen for this investigation uti-
lize a wide variety of numerical algorithms, as listed in Table 2.
All of the approaches are time-accurate and are capable of com-
puting multi-blade-row turbomachinery problems. In addition, all
of the procedures used the Baldwin—Lomax model to compute the
turbulent viscosity in the flow.

Other than the numerical algorithms, each approach uses a
unique combination of boundary condition treatments to handle
the relative movement between the vanes/blades and the circum-
ferential periodicity between vane/blade passages. For the inter-
face between the vane and blade passages, Procedures 1, 2, and 4
use a “sliding grid” technique, in which the residuals of the
adjacent passages are interpolated and exchanged to allow proper
communications between blade rows. Procedure 3 uses a “grid
clicking” technique that maintains a point-match between blade
rows, thus avoiding an interpolation. Procedures 1 and 4 account
for vane/blade airfoil counts by executing the lowest even integral
number of passages that closely approximates (or matches) the
actual vane/blade airfoil count rates. In the current investigation,
this was performed by solving two vane and three blade passages
with circumferential periodicity being assumed across these pas-
sages. Procedures 2 and 3 solve only one passage for each blade
row and use a phase-lagged periodic (Lewis et al., 1989) and
“time-tilting” boundary conditions (Giles, 1988), respectively, to
account for circumferential periodicity.

Two-dimensional, unsteady predictions of the midspan section
of the turbine stage were performed with all four of the computa-
tional procedures. Three-dimensional endwall blockage effects
were accounted for in the two-dimensional calculations through
the use of streamtube cross-sectional area changes. These areas
vary linearly across each blade row from the blade leading edge to
the blade trailing edge. The streamtube area ratios for the vane and
blades of the current investigation were obtained from a through-
flow analysis for the 40 percent spacing and are listed in Part I of
this paper (Venable et al., 1999).

As discussed in Part T (Venable et al., 1999), a grid refinement
study was performed by each of the computational groups. The
final grid distributions for the two-dimensional analyses are shown
in Table 3. The number of iterations per cycle (where one cycle is
the time for one blade to pass two vanes) for each computational
group varied due to the differing algorithms used. Each group also
performed a time-resolution study, and the resulting iteration count
is shown in Table 4.

Table 2 Computational methods

Procedure |Investigators|Approach iGrid Topology 'Temporal Spatial
|Accuracy Accuracy
1 Busby and  [Implicit, Dual Time-Step (Davis, et al. (1996)) [H-Grid Second Second
Davis with Explicit, Multiple-Grid (Ni (1981)) Order IOrder
2 \Venable and [Explicit, Runge-Kutta (Rao (1992)) lOverlaid O-Grid Around Airfoils  [Second Second
Delaney H-Grid Through Passage iOrder Order
3 Abhari Implicit, ADI in O-Grid, Explicit, Multiple-Grid in{O-Grid Around Airfoils Second Second
H-Grid (Giles (1988)) H-Grid Through Passage Order IOrder
4 Dorney and [Implicit, AD! (Dorney and Davis (1992); Rai Overlaid O-Grid Around Airfoils  [Second Third
Davis (1987)) H-Grid Through Passage IOrder Order
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Table 4 Unsteady convergence criteria

Procedure | lter/Cycle Global Cycles to Loss
) Convergence
1 300 6
2 50,000 15
3 5000 10
4 25,000 15

Results and Discussion

Unsteady pressure measurements were taken at numerous posi-
tions on the suction and pressure surfaces of both the blades and
vanes at a sampling frequency of 100 kHz. This allows temporal
resolution of the unsteady wave propagation through the stage.

Static Pressure

Fig. 1

Journal of Turbomachinery

Due to space restrictions, only five chordwise positions on each
airfoil will be presented here. Spatial resolution of the vane—blade
interaction was achieved by phase locking the data to a shaft
encoder, which generates 500 pulses/revolution. These phase-
locked data generate 16.667 samples/vane passage. The unsteady
pressure data were ensemble-averaged to provide average values at
50 independent positions in a vane passage. The geometry of the
turbine creates a geometric global cycle every three rotor blades
(i.e., there are 30 vanes and 45 blades).

The unsteady pressure data were ensemble-averaged to obtain
the time-averaged surface pressure data. These time-averaged data
along with the minimum/maximum pressure envelopes and the
corresponding predictions from the procedures listed in Table 2 are
presented by Venable et al. (1999) in Part T of this paper. The
effect of vane/blade axial spacing on the time-averaged behavior

tT7=0.0

tT7=0.1

tT=0.2

tT7=0.3

tT=0.4

Predicted instantaneous contours of static pressure and entropy (Procedure 1)
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of the transonic turbine stage is also discussed in Part I. A detailed
examination of the unsteady measurements and predictions for the
three vane/blade axial gaps is presented below.

In general, the computational results compare favorably with
each other and the measurements. Discrepancies exist between the
computed and measured frequency content that will be addressed
later in the paper.

Physical Mechanisms. To aid in the understanding of the
complex shock system that develops for all three axial spacings,
color contour plots of the predicted static pressure and entropy
from Procedure 1 for one vane-passing period (i.e., the time for
one blade to pass one vane) are shown in Fig. 1 for the 20 percent
axial gap case. The time-resolved pressures on the vane and blade
for various chordwise locations for one global cycle (i.e., two
vane-passing periods) are shown in Figs. 2—4. The time scale is

Static Pressure

plotted as #/T, where T is the time for one vane-passing period.
Therefore, 2T represents one complete global cycle.

The basic shock and wake interactions have been determined
from the predictions to be essentially the same for each spacing,
with some of the interactions getting weaker or propagating at
slightly different speeds as the spacing increases. Therefore, the
shock and wake interactions for the 20 percent spacing will be
examined in detail and the results for the 40 and 60 percent
spacings will be presented in Appendices A and B, respectively.

In Fig. 1, the blade is rotating in the upward direction. For the
following analysis, the lowest vane will be referred to as V1 (only
the trailing edge is visible) and the middle vane will be V2. The
lowest blade at time /T = 0.0 will be referred to as B1. B2 will
be the blade above B1 and B3 will be the blade below B1. The data
shown in Figs. 2—4 correspond with the instantaneous pressures
experienced by V2 and Bl in Fig. 1. Figures 2-4 show the

#T=0.5

t/T=0.6

HT=0.7

=0.8

t/T=0.9

Fig. 1 (cont.) Predicted instantaneous contours of static pressure and entropy (Procedure 1)
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Fig. 2 Time-resolved pressures on the suction side of V2 at 20 percent
axial gap

pressure at five chordwise locations on the vane and both sides of
the blade. S, is the wetted surface distance from the midspan
leading edge of the vane or blade. The wake interactions with the
blade are also noted in Figs. 3 and 4.

Two shocks emanate from the trailing edge near wake of each
vane: one from the suction side and one from the pressure side.
These shocks will be designated as V1PS, V1SS, V2PS, and V2SS
for the V1 pressure side and suction side and V2 pressure side and
suction side shocks, respectively. At +/T = 0.0, the V1SS shock
impacts the pressure side of B1 around 60 percent wetted distance.
As time increases, the blade rotates upward and the V1SS shock
moves toward the trailing edge of B1. At approximately #/T =
0.2, B3 cuts into the V1SS shock. This shock reflects (B3LE)
toward the pressure side of B1. The entropy contours in Fig. 1 at
time #/T = 0.4 indicate that the B3LE shock encounters the V1
wake, which results in a bending of the B3LE shock.

As time increases beyond #/T = 0.4, the B3LE shock impacts
the pressure side of B1 and moves toward the leading edge. This
interaction is evident in Figs. 1 and 4 between t/T = 0.4 and t/T =
0.6. The increase in both the computed and measured pressures at
S/Se = 67 and 47 percent near t/T = (.5 indicates the start of
this interaction. As time increases, the computations show the
shock interaction moving forward on the pressure side of B1. The
computations show evidence of the B3LE shock interaction with
B1 at all chordwise locations, but the measurements show the
shock merging with the V1 wake interaction. The computations
indicate that these two phenomena are independent, while the
measurements show separate entities only at 47 and 67 percent
chord.

Between /T = 0.5 and 0.6, the B3LE shock coalesces. with the

Journal of Turbomachinery

Fig. 3 Time-resolved pressures on the suction side of B1 at 20 percent
axial gap

V1PS shock and both propagate upstream toward the suction side
of V2. Between t/T = 0.6 and 0.7, the two shocks “slap” against
the suction side of V2. This interaction is evident in both the
measurements and the computations shown in Fig. 2 for S/S. >
60 percent. The pressure at 54.5 percent chord on the suction side
of the vane decreases just before the interaction with the B3LE
shock (see Fig. 2). Notice that Figs. 1 and 2 indicate that this shock
system slaps up against V2 at times #/7 = 0.0, ~0.6 and ~1.3,
which corresponds with every blade-passing period. The increase

u 4 wm% 1 | L

Fig.4 Time-resolved pressures on the pressure side of B1 at 20 percent
axial gap
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Fig. 5 Influence of sampling frequency on time-resolved pressure on

the suction side of B1

in pressure on the suction side of the vane prior to the shock
interaction (around t/T = 0.4), is due to potential effects from the
blade.

After the B3LE shock system slaps against V2, it reflects back
toward the blades. This reflected shock/pressure wave is marked as
V2RS in Fig. 1. At #/T ~ 0.1, V2RS combines with the reflection
of the VIPS shock off of the vane and also the reflection of the
V2SS shock off of the pressure side of the leading edge of B2
(B2RS). The combination of these shocks increases the strength of
the V2RS shock. The V2RS shock impacts the leading edge of Bl
at approximately /T = 0.2. At this same time, the V1 wake also
impacts the leading edge of B1. The increase in pressure at the
leading edge of the suction side of the blade (see Fig. 3) is due to
these shock/wake interactions. The interaction between B1 and the
B2RS shock is evident in Figs. 1 and 3 between /T = 0.2 and 0.3
at 22.5 percent chord. The wake interaction with the suction side
can be seen at 28.5, 42, and 57 percent chord between #/T = 0.2
and 0.8.

Between #/T = 0.5 and 0.6, the V2SS shock comes into contact
with the suction side of B1. This interaction is evident in Fig. 3 at
28.5 and 22.5 percent chord. The shock interaction moves forward
as the blade sweeps past the vane, and can be seen impacting the
leading edge at approximately #/7 = 0.8.

The increase in pressure between #/7° = 0.0 and 0.3 on the
pressure side of the blade is due to the V1SS shock and the
reflection of the V1PS shock off of the vane (V1PR). The increase
in pressure occurs simultaneously at all chordwise locations (see
Fig. 4).

Three-dimensional computations were performed for each axial
spacing using Procedure 1. Due to space limitations, only a brief
summary of the results will be presented here. The three-
dimensional time-mean computations had slightly better agree-
ment with the measurements on the suction side of both the vane
and blade than did the two-dimensional computations (see Venable
et al., 1999). The two-dimensional and three-dimensional time-
resolved pressures for the 20 percent spacing case were nearly
identical. As the spacing increases, the overall trends remain the
same, but a slight change in phase occurs.

678 / Vol. 121, OCTOBER 1999

Temporal Resolution. The comparisons between the compu-
tations and measurements presented in Figs. 3 and 4 suggest that,
at some locations on the blade, there is a difference in the fre-
quency content of the time-resolved pressures. In the absence of
significantly more data, it is difficult to determine whether the
measurements are missing some of the frequency content or
whether the frequency content in the computations is an artifact of
the numerical procedure. However, it is possible to extract a little
more information from the measurements. It was mentioned earlier
that the measurements were generally obtained by sampling the
transducers at a frequency of 100 kHz using a 40 kHz anti-aliasing
filter. Further, selected- transducers were sampled using an inde-
pendent data system at a frequency of 250 kHz with no anti-
aliasing filter in-line. By comparison, the predictions used between
300 to 50,000 time steps (sampling rate of 885 kHz to 147,500
kHz) to compute the global cycle.

A comparison of the time-resolved surface pressure at two
locations on the blade suction surface (18 and 22.5 percent wetted
distance) for the 100 kHz and 250 kHz sampling frequencies is
given in Fig. 5 (unfortunately, the high sampling frequency data
system did not contain any of the pressure surface transducers).
Figure 6 presents the FFT of the data at 22.5 percent wetted
distance. The inset graph in Fig. 6 contains the data for frequencies
greater than 25 kHz, with a refined scale on the ordinate. At these
locations on the blade, there is very little difference between the
frequency content of the two sampling frequencies for either
location.

To illustrate the effects of the high-frequency phenomena seen
in the computed unsteady surface pressures, the solutions were
filtered, to eliminate the higher frequencies, by Fourier decompos-
ing the solutions and then reconstructing the solutions using only
frequencies less than six times the vane passing frequency or 35.4
kHz (i.e., using only the first three harmonics). The comparison
between the 20 percent axial spacing experimental data for the
pressure side of the blade and these temporally filtered predictions
is shown in Fig. 7. In addition, a solution was computed using
Procedure 1 with only 45 time steps (i.e., sampling frequency of
133 kHz) over the global cycle, in essence, using the numerics to
filter the solution. This solution is also shown in Fig. 7. Compar-
ison between Figs. 4 and 7 shows that better agreement exists
between the temporally filtered predictions and the experimental
data than with the unfiltered solutions. Figure 7 also shows that the
Procedure 1 solution, with the reduced number of time steps over
the cycle, has a similar effect of temporally filtering the solution.
This approach is not recommended in general, however, since the
dispersion error related to such large time steps could lead to
numerical inaccuracy and instability. The results shown in Fig. 7
demonstrate that it is important, when comparing numerical pre-
dictions and unsteady experimental data, that both are at compa-
rable levels of temporal resolution.

Effect of Spacing on Performance. To evaluate the perfor-
mance in the absence of experimental data, the predicted time-
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Fig.6 Comparison of frequency content for suction surface of the blade
at 22.5 percent wetted distance
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Fig. 7 Time-resolved pressures on pressure side of B1 at 20 percent
axial gap and temporally filtered predictions

averaged relative midspan total pressure losses and instantaneous
pitchwise-averaged entropy (relative to the vane inlet entropy) of
a given vane and blade passage are examined to understand the
effects of axial spacing on the aerodynamic performance of this
turbine stage. The predicted trends in efficiency resulting from the
four numerical procedures have been found to be reliable for a
wide variety of configurations. Venable et al. (1999) showed that
the predicted, time-averaged efficiency across the stage did not
vary much as a function of the vane/blade axial spacing. Figure 8
shows the predicted two-dimensional time-averaged midspan rel-
ative total pressure losses of the vane and blade resulting from
Procedure 1. The time-averaged inlet and exit relative total pres-
sures of each blade row were used to compute the total pressure
loss coefficient, (Prge — Prexi)/Prine- The computational exit
boundary for the vane and the inlet to the blade were located
midway between the vane and blade. The exit boundary of the
blade was located one axial chord downstream of the blade trailing
edge. Figure 8 shows that the predicted blade relative total pressure
loss increases as the vane/blade axial spacing decreases. This
figure also shows that the vane relative loss has the opposite trend
with axial spacing. As a result of these opposing effects, the
predicted overall adiabatic stage efficiency (Venable et al., 1999)
across the turbine stage varies only a small amount with vane/
blade axial spacing. All of the procedures predict this same trend

Mean Relafive Pressura Loss (%)

20 a0 860
Axal Vane/Blade Spacing

Fig. 8 Predicted mean relative total pressure loss at midspan for the
vane and blade (Procedure 1)
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Fig. 9 Predicted entropy at the exit of passage V1 to V2 at midspan
(Procedure 1)

in the vane and blade relative total pressure loss as a function of
vane/blade axial spacing.

Figure 9 shows the time variation of the predicted pitchwise-
averaged entropy at the vane exit for the three axial spacings.
All of the results used for the following discussion were ob-
tained using Procedure 1. The other procedures showed similar
trends and for clarity will not be shown. Figure 9 shows that the
minimum entropy change (i.e., lowest entropy change) across
the vane (V1-V2) passage for the 20 percent axial spacing
occurs at approximately #/7 = 0.1 and 0.8. At these times, the
V2RS shock is reflecting off the V2 vane and there is a very
strong shock interaction between the V2SS shock and the
leading edge of B2 (¢/T = 0.1) or Bl (¢/T = 0.8). Also, the
reflection of the V1SS shock off of the leading edge of B2
(/T = 0.1) and B1 (¢#/T = 0.8) is sweeping upstream and
crossing the V1-V2 boundary. The upstream propagating un-
steady shock motion relative to the flow results in increases in
the predicted absolute total pressure and total temperature
across the shock, and hence a decrease in the entropy. Exami-
nation of the contours in Fig. | also shows that during the time
interval /T = 0.1-0.3, the B2 blade leading edge is aligned
circumferentially with the V2 vane trailing edge. At this posi-
tion, the blade leading edge interacts with the vane trailing edge
pressure field and “thins” the V2 vane wake. At this same time,
the B1 blade also interacts with and narrows the wake of V1,
The local valley in the 20 percent spacing instantaneous entropy
for the vane at /T = 0.4 coincides with a similar interaction
between the B3 blade leading edge and the V1 vane trailing
edge. However, in this interval, the wake of the V1 vane has
already been “cut” by the B1 blade and the wake/blade inter-
action is lower. The maximum instantaneous entropy for this
spacing, located at /T = 0.6, corresponds to a time where the
wake interaction with the blade leading edge is at a minimum
and there is little shock interaction between the leading edge of
the blade and the trailing edge of the vane. Examination of the
pressure contours at this time interval shows that there are no
pressure waves (other than the ever-present VIPS shock) inter-
acting with the vane.

As the spacing increases, the time-averaged entropy through the
vane also increases. The increase in the average entropy is driven
by an increase in the minimum entropy as opposed to an increase
in the maximum entropy. Recall that the minimum entropy is
driven by the shock and wake interactions. As the spacing is
increased, this interaction is reduced resulting in an increase in the
minimum entropy.

The time variation of the predicted pitchwise average entropy at
the blade exit (B1-B2) for the three axial gaps is shown in Fig. 10.
For the 20 percent spacing, the minimum entropy occurs at ap-
proximately #/T = 0.3-0.4. The flow visualization indicates that
the minimum occurs when the vane wakes cut through the Bl
suction-side, trailing-edge shock (B1SS) as well as the reflection of
the B2 pressure-side, trailing-edge shock (B2PS) off the suction
side of BI (BPRS). Thus, the blade shock entropy at the exit is
minimized. Also at this time, none of the vane wakes are exiting
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Fig. 10 Predicted entropy at the exit of passage B1 to B3 at midspan
(Procedure 1)

the stage. The entropy begins to increase (at /T ~ 0.5) as B2PS
strengthens because the vane wake is no longer passing through
B2PS. Also at this time, the vane and blade wakes are exiting the
stage. The entropy decreases slightly at t/T = 0.7 as the next vane
wake encounters B2PS and even more at /T = 0.8 as the vane
wake starts to cut through B1SS. The increase in entropy at ¢/T =
0.1 may be due to the blade wake. As the vane wake interacts with
the blade shock system, it decreases the interaction between the
blade wake and blade shock system. Thus, the blade wake does not
get diffused by the B1SS shock and the increased entropy associ-
ated with the blade wake exits the stage.

Examination of instantaneous contours of entropy for the three
axial gap configurations (40 and 60 percent are not shown) indi-
cates that as the axial gap increases, the manner in which the vane
wakes traverse the blade passage changes significantly. At 20
percent spacing, the vane wakes migrate toward the suction side of
the blade. As the spacing increases, the wakes tend to cling to the
pressure side of the blade for a longer period of time (see Appen-
dices A and B), thus creating a less concentrated and elongated
wake structure. As a result, the vane wakes interact with the BIPS
and its reflection (BPRS) for a longer period of time and weaken
the blade shocks considerably. This results in a reduction of the
time-averaged entropy. The minimum entropy occurs when (a) the
vane wake is interfering with the B2PS shock, reflected shock
(BPRS), and the BISS shock simultaneously and (b) the blade
wake is not passing through the exit boundary. The maximum
losses occur when the vane wake and blade wake exit the stage at
the same time.

Conclusions

A experimental/computational investigation of the unsteady
flow effects on the surface pressure and aerodynamic perfor-
mance of a transonic turbine stage as a function of vane/blade
axial spacing is presented. The results from four different
Navier—Stokes numerical procedures were compared with each
other as well as with the experimental data. In general the
numerical solutions compared very favorably with each other
and with the experimental data. The numerical solutions appear
to exhibit higher frequencies and levels of unsteadiness than the
experimental data at select locations on the blade. The overall
predicted stage losses and efficiencies did not vary much with
vane/blade axial spacing. Examination of the details of the
predicted performance showed that any increases in the blade
relative total pressure loss were offset by a decrease in vane loss
as the axial spacing was decreased. The decrease in predicted
vane loss with decreased axial spacing was due to stronger
vane—blade interactions and a reduction in the wake mixing
losses. The increase in predicted blade relative total pressure
loss with a decrease in axial spacing was found to be mainly due
to increased vane wake/blade interaction.
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APPENDIX A

Unsteady Surface Pressures for 40 Percent Axial Spac-
ing

The unsteady pressures on the vane and blade for 40 percent
axial gap are shown in Figs. A1-A3..On the suction side of the
blade, the transducers at the leading edge and 22.5 percent
chord failed, so the measured data for these locations are not
shown. '

Again, the computations show higher harmonics than the
measured data and phasing differences between-computational
approaches become more evident. Also, both the measured data
and computations show reduced amplitudes of pressure for all
locations.

The dominant features from the 20 percent spacing case are also
evident in the 40 percent spacing case. The interaction between the
B3LE shock and the vane can be seen at t/T = 0.1, 0.65, and 1.4
(see Fig. Al). Contour plots, similar to Fig. 1, were used to
determine the interaction times between the vane wake and blade
surface. These time intervals are annotated on Figs. A2 and A3.
The wake interaction that was evident on the suction side of the
blade for the 20 percent spacing is significantly reduced as the
spacing increases (see Fig. A2), but tends to be the dominant
feature on the pressure side of the blade (see Fig. A3). The
computations show the wake and B3LE shock interaction as merg-
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Fig. A1 Time-resolved pressures on the suction side of the vane at 40
percent axial gap
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ing together, similar to the measurements. The dominant feature on
the suction side of the blade is still the interaction with the V2SS
shock.
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Fig. A2 Time-resolved pressures on the suction side of the blade at 40
percent axial gap
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Fig. A3 Time-resolved pressures on the pressure side of the blade at 40
percent axial gap
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APPENDIX B

Unsteady Surface Pressures for 60 Percent Axial Spac-
ing

The unsteady pressures for the 60 percent axial spacing are
shown in Fig. B1-B3. As with the 40 percent spacing, the same
features are evident in the pressure histories. On the vane, the
lower amplitude pressures spikes indicate that the impact of the
B3LE shock is weak compared to the 20 and 40 percent flows.
The computations also contain higher frequencies than were
seen for the 20 and 40 percent spacing cases. The dominant
interaction on the suction side of the blade is still with the V2SS
shock.
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== == Procedure 1 Fig. B2 Time-resolved pressures on the suction side of the blade at 60
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Fig. B1 Time-resolved pressures on the suction side of the vane at 60  Fig. B3 Time-resolved pressures on the pressure side of the blade at 60
percent axial gap percent axial gap
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Effects of Tip Clearance and

Casing Recess on Heat Transfer
wa e | @Nd Stage Efficiency in Axial
w4 Turbines

Calculations were performed to assess the effect of the tip leakage flow on the rate of heat

. E. Stemthorsson transfer to blade, blade tip, and casing. The effect on exit angle and efficiency was also
Institute for Gomputational Mechanics in examined. Passage geometries with and without casing recess were considered. The
Propulsion (ICOMP), geometry and the flow conditions of the GE-E’ first-stage turbine, which represents a

NASA Lewis Research Center,

Cleveland. OH 44135 modern gas turbine blade, were used for the analysis. Clearance heights of 0, 1, 1.5, and

3 percent of the passage height were considered. For the two largest clearance heights
considered, different recess depths were studied. There was an increase in the thermal

D. L. Rigby load on all the heat transfer surfaces considered due to enlargement of the clearance gap.
NYMA. Inc.. Introduction of recessed casing resulted in a drop in the rate of heat transfer on the

NASA Lewis éroup, pressure side, but the picture on the suction side was found to be more complex for the
Cleveland, OH 44135 smaller tip clearance height considered. For the larger tip clearance height, the effect of

casing recess was an orderly reduction in the suction side heat transfer as the casing
recess height was increased. There was a marked reduction of heat load and peak values
on the blade tip upon introduction of casing recess; however, only a small reduction was
observed on the casing itself. It was reconfirmed that there is a linear relationship between
the efficiency and the tip gap height. It was also observed that the recess casing has a
small effect on the efficiency but can have a moderating effect on the flow underturning
at smaller tip clearances.

Introduction effect of casing recess on the tip and casing heat transfer and its
influence on efficiency. There is some experimental work available
in the open literature, namely that of Haas and Kofsky (1979),
which addresses the effect of the casing recess on the efficiency for
a small turbine. Their experiments show that the maximum effi-
ciency is achieved using a casing recess at level with the tip of the
blade. There is also one numerical study (Briley et al., 1991) of
turbine blade flow that does include tip clearance and casing
recess; however, their effects are not separated.

The task of calculation of the heat transfer and particularly
efficiency in terms of absolute magnitudes is a formidable one,
especially for complex flow passages such as the flow passage at
. . . , hand. A comparative study is, however, possible if special care is

Tip and casing treatments are used to Lnprove the efficiency and .o ¢4 retain as much similarity between the grid distribution for
reduce the tip heat transfer. Among the various treatments used for the cases considered as possible.
the blade tip are the use of squealer-type bla‘,ies’ thg m.ostlwidely In the section to follow, we will give a brief description of the
used among them be}ng the d.ouble squealer ,tlp’ which is simply a numerical method used in the simulations. Next the flow field near
recess in the blade tip. Amerl ct al. (1998) simulated the flow and tip and the recess will be discussed and salient features pointed
heat transfer due to tip recess and showed that the effect on ¢ Then we will present the heat transfer results, which include
efficiency was insignificant and also the heat transfer issues were o blade surface near the tip, the tip, and casing heat transfer. Next
not ameliorated by the tip recess. An experimental s.tud?/ PEI- we will present the results of the calculations of the exit angle.
formed by Kaiser and Bindon (1997) showed that for their 13 stage  pinally, we will present the results of the calculations of efficiency
turbine, the recessed tip had a negative effect on the efficiency. g5 4 range of gap heights and casing recesses and close by
Ne%ther the r}umencal cgncluslons of Amerl et al. nor those of presenting a summary and the conclusions.
- Kaiser and Bindon were in agreement with the popular belief that
31: V51p recess increases the efficiency by reducing the tip clearance Computational Method
Another method employed to reduce the tip clearance losses is The simulations in this study were performed using a multiblock

the use of the casing recess. In this work, in addition to the computer code called TRAF3D.MB (Steinthorsson et al., 1993).

examination of the effect of the clearance height, we examine the  This code is a general purpose flow solver designed for simulations
of flows in complicated geometries. The TRAF3D.MB code solves
: the full compressible Reynolds-averaged, Navier—Stokes equa-

Conn:ibuted by the h}temational Gas TLu'bine Institute and pr'es.e.nted at the 43rd  ¢ions using a multistage Runge—Kutta-based multigrid method. It
International Gas Turbine and Aer.oengmel Congress and Exlnblllon, Stockhollm, uses the finite volume method to discretize the equations. The code
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine . . . [P U .
Institute February 1998. Paper No. 98-GT-369. Associate Technical Editor: R. B, US€S central differencing together with artificial dissipation to
Kielb. discretize the convective terms. The overall accuracy of the code

The tip clearance is responsible for a significant portion of
losses in turbines. Much attention is being paid to reduction in
losses due to the tip clearance flows, since other sources of loss are
not as amenable to manipulation as the tip clearance losses. Blade
tips are also susceptible to burnouts and oxidation due to the large
thermal loading on and near the blade tips. Losses and heat load in
the tip region increase as the tip gap widens. This increase in losses
and the increased heat load is particularly deleterious to the oper-
ation of engines under certain periods of operation, such as during
take off when the clearance gap is wider. The tip clearance also
widens as the engine gets older.
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Fig. 1 Sketch of the geometry near the tip, sh‘owing nomenclature

is second order. The present version of the code (Rigby et al.,
1996, 1997a; Ameri et al,, 1998) employs the k—w turbulence
model developed by Wilcox (1994a, b) with subsequent modifi-
cations by Menter (1993). The model integrates to the walls and no
wall functions are used. For heat transfer a constant value of 0.9
for turbulent Prandt] number, Pr,, is used. A constant value of Pr =
0.72 is used. Viscosity is a function of temperature through a 0.7
power law (Schlichting, 1979) and Cp is taken to be a constant.

Geometry and the Grid

Figure 1 shows a sketch of the problem and the definitions of
some of the variables used in the study. As tabulated in Table 1,
four gap clearances of G = 0, 1, 1.5, and 3 percent of the passage
height are used. The 0 and 1 percent cases are run without casing
recess. For the two wider gaps, the recess heights are varied. For
the 1.5 percent gap case there are two sets of calculations for d,
namely d = 15 and 25 percent of the chord. For the 3 percent gap
d = 25 percent of the chord is used.

The blade chosen for this study is a generic modern gas turbine
rotor blade, the General Electric E* (Energy Efficient Engine)
design, which is detailed in two NASA reports (Halila et al., 1982;
Timko, 1982). The rotor blades have a constant axial chord length
of 2.87 cm and an aspect ratio of 1.39. Figure 2(a) shows the blade
geometry and the basic features of the grid. The insets (4) and (c)
show the details of the grid on the tip and on the casing showing
the recess geometry. The grid is generated using a commercially
available computer program called GridPro™. The grid topology
is quite complex and the grid for a geometry with tip clearance and
casing recess consists of 310 blocks. Once the grid is generated,
for reasons of computational efficiency, the blocks are merged to
produce a smaller number of blocks, namely 29 blocks for runs
with casing recess and 26 blocks for runs without casing recess.
This was done using the Method of Weakest Descent as described
by Rigby et al. (1997b) and Rigby (1996). In order to keep the
grids for the many cases considered in this work as similar as
possible, we have assured that the general topology is the same for
all the cases considered. Therefore, after the first grid was gener-
ated, the grids for the remaining similar cases could be generated

Table 1 Summary of cases

G d R/IG

0 —-- 0. (no casing recess)
L. - 0.(no casing recess)
1.5 - 0.(no casing recess)
1.5 15% 0.5, 1. (level), 1.5
1.5 25% 0.5, 1. (level), 1.5
3 - 0.(no casing recess)
3 25% 173,273, 1. (level)

rather quickly. The viscous grid is generated by embedding grid
lines where needed. We have required that the stretching ratio not
exceed 1.25 for the viscous grid away from the no-slip surfaces.
The distance to the first cell center adjacent to the solid wall is
specified such that the distance in wall units, (y*) is less than
unity. This is verified, and the distribution of y* on and near the tip
will be given in the results section. One attractive feature of the
generated grid is that as shown in Fig. 2(b) the viscous grid wraps
around the blade instead of extending into the free stream. This
feature of the grid improves the convergence of the solution. Near
the edge of the blade, in the tip region (Fig. 2(b)) better refinement
of the grid might be required for more accurate results, however,
since we are making relative comparisons, extreme measures are
avoided. In spite of the above, the total number of grid points is
typically around 1.3 million. 59-65 grid points are used radially
within the tip clearance. 33 grid points are used to resolve the
boundary layers on the blade. This does not include the “inviscid”
blade-to-blade grid, which is also quite fine. At the inlet patch, the
number of grid points is 85 in the pitchwise and 97 in the spanwise
direction.

Run Conditions

The run conditions are provided in Table 2. The manner in
which the boundary conditions are imposed both for the flow and
turbulence variables are as given in Ameri et al. (1998). However,
for the sake of completeness, the inlet boundary conditions are
given in Figs. 3(a) and 3(b). The swirl angle in Fig. 3(a) was
specified as per measurements of Timko (1982). The inlet total
temperature and pressure were specified by the use of the law of
the wall through the specification of the inlet boundary layer
thickness at the hub and the casing. For the turbulence quantities,
an inlet turbulence intensity of 8 percent and a length scale of 1
percent of axial chord was used. These values were estimated and
believed to be representative of the conditions existing at the inlet
of the blade row.

Nomenclature
A = inlet area N = rotation rate y" = dimensionless distance from a wall
C = axial chord Pr = Prandtl number = (uCp)/k = y(v*/v)
C, = constant pressure specific heat R = recess depth (see Fig. 1) or gas y = specific heat ratio
d = distance upstream of the leading constant for air W = viscosity
edge expressed as percent of axial Re = Reynolds number 7, = wall shear stress
chord T = temperature = T p = density
G = clearance height, expressed as per- Tu = turbulence intensity = (V2k13)IV o = 2aNC)/(VRT,)
cent of annulus height (see Fig. 1) V = total velocity = VRT, .
h = heat transfer coefficient — wall heat  v* = friction velocity = (\Fw)/p Subscripts
flux = (Ty — T,) X = distance measured from the leading t = total conditions
k = thermal conductivity or kinetic en- edge (see Fig. 1) w = wall
ergy of turbulence = RT, y = normal distance from wall 0 = total inlet condition
1t = mass flow rate ‘ 1 = base case (see Fig. 14)

684 / Vol. 121, OCTOBER 1999
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Fig.2 GE, E® first-stage rotor blade: (a) overall grid, (b) details of the tip
grid near the edge, and (c) details of the casing grid

Results and Discussion

General Remarks. All the cases presented herein have been
converged to better than 0.01 percent mass flow error. The residual
for all the cases dropped six to seven orders of magnitude. The heat
transfer and efficiency results have been checked for convergence
by comparing solutions after consecutive runs of 300 iterations.
The present calculations match the experimental mass flow rate to
within 0.5 percent. As described earlier, to achieve accurate reso-
lution of heat transfer on surfaces, the grid was generated to result
in dimensionless distance of the first cell center off the walls of
less than unity. Figure 4 shows a typical distribution of dimen-
sionless wall distance on and near the tip. It can be seen that the
goal has been met.

Clearance gaps chosen for the study of recessed casing are
relatively wide since tip clearance effects are stronger for larger

Table 2 Run conditions

Absolute press. ratio across the blade row 0.44
Reynolds number (based on inlet relative 200,000
conditions) and blade chord.

Inlet Mach number (relative) 0.38
Dimensionless rotation rate, ® 0.0254
Tyait/ Trotal at inlet 0.7

Journal of Turbomachinery
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Fig. 3 (a) Inlet absolute swirl angle and (b) inlet total temperature and
total pressure

gaps, and the effects of recessed casing are expected to be more
pronounced, as was shown by Haas and Kofsky (1979).

Flow Field. Figure 5 shows streamline patterns for a 1.5
percent clearance gap and those for a 3 percent clearance gap. Both
cases possess a casing recess upstream. In the two figures, the edge
vortex, suction side tip vortex, and a larger structure that appears
to be a horseshoe vortex are present. The low-momentum fluid
behind the recess also appears to be joining this larger structure in
both cases. The larger tip clearance gives rise to a larger tip vortex
by virtue of its larger mass flow rate through the tip. The above-
mentioned structures enhance the heat transfer to the blade and
will be discussed further in subsequent sections. Figure 6(a) shows
the region behind the casing recess. The arrows in this figure and
in all subsequent ones are projections of the relative velocity
vectors onto the viewing area. A distinct recirculation zone (block-
age) can be discerned behind the recess. Figures 6(b) and 6(c)
show the flow relative to the blade at a radial location midgap of
the tip clearance for the G = 1.5 percent without and with a casing
recess upstream, respectively. The modification of the flow over
the tip downstream of the recess as compared to the no-recess case
is quite obvious from the two figures. In particular the larger
secondary flow due to reduced fluid momentum behind the casing
recess is quite apparent. The relative reduction in the magnitude of
the velocity over the tip for the recessed case is also apparent from
the two vector plots.

Fig. 4 Distribution of y* on and near the blade tip; G = 3 percent

OCTOBER 1999, Vol. 121 / 685
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Fig. 5 Streamline patterns for (a) G = 1.5 percent, R/G = 1 at d = 15
percent and (b) G = 3 percent and R/G = 1, d = 25 percent

Further observations with regard to the flow structure will be
made in connection with heat transfer in the ensuing sections.

Heat Transfer. The present computational method has been
applied to a variety of turbine heat transfer problems by using an
algebraic turbulence model (Ameri and Steinthorsson, 1995,
1996). The present turbulence model was tested against the heat
transfer data of Metzger et al. (1989) for flow over a cavity to show
suitability of the model for blade tip recess flows (Ameri et al.,
1998). Very good comparison using the current method for blade
surface heat transfer with experimental data was achieved by Garg
and Rigby (1998). Heat transfer results for internal flows can be
found from Rigby et al. (1996, 1997a).

The rate of heat transfer is presented in terms of Stanton number
defined as:

h

St= (rh/A)inlel Cp (1)

where £ is the heat transfer coefficient based on the absolute inlet
total temperature, C, is the constant pressure specific heat (as-
sumed a constant), #z is the mass flow rate, and A is the inlet area.
The ratio of m1/A is very much a constant for the cases considered.

Blade Heat Transfer. Figure 7 shows the rate of heat transfer
at the midspan. By referring to this figure and specifically the
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Fig. 6 Velocity vectors (a) behind the casing recess showing the recir-
culation zone, and radial location midgap of the tip clearance, G = 1.5
percent for, (b) no casing recess and (c) level recess at d = 0.15
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Fig. 7 Midspan blade heat transfer
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Fig. 8 Heat transfer near the tip as affected by the tip clearance height
and casing recess

magnitude of the rate of heat transfer at the stagnation point, an
appreciation can be gained for the magnitude of the rate of heat
transfer shown elsewhere on the blade.

Figure 8 shows the blade heat transfer rate at two locations of 90
and 95 percent passage height. On the pressure side, the effect of
increase in tip clearance height is to increase the blade heat transfer
near the tip. Also discernible is the increase in heat transfer as the
tip itself is approached due to sink effect. Introduction of a casing
recess causes a drop in the pressure side heat transfer.

The heat transfer on the suction side is more complex. Figure 9
shows the suction side heat transfer contours near the tip for a
number of cases. The contour plots are provided for two gap
clearances of 1.5 and 3 percent and for a range of casing recess
heights as needed. Figures 9(a) and 9(e) show that the effect of
doubling the gap height on the suction side heat transfer is to
enlarge the area on the blade influenced by the tip vortex flow, thus
raising the suction side heat transfer load. The peak heat transfer
for the smaller tip clearance is larger. This could be attributed to
the effect of the secondary flow that runs across the passage toward
the blade suction side. In Fig. 10(a) the velocity vectors at a
location near the crown of the blade for the G = 1.5 percent,
R/IG = 1, and d = 15 percent are shown. The effect of the
crossflow on the suction side of the blade is obvious from the
figure. The “hot spots” near the tip in Figs. 9(b), 9(c), and 9(d) are
attributable to this effect. The tip clearance flow on the other hand
in Fig. 10(b) dominates the suction side of the blade. The 3 percent
tip clearance cases all have the tip vortex dominant flows on the
suction side. There is a gradual reduction of the heat loading on the
suction side as the casing recess height is increased.

Tip Heat Transfer. Tip heat transfer will be presented in the
form of contour plots of Stanton number accompanied by a line
plot representing the average rate of heat transfer on the blade tip

as a function of axial distance. 2
Figure 11 shows the rate of heat transfer as measured by Stanton 4 5 o=
number on the tip of the blade for three gap clearances. The line
plot shows that the increasing tip clearance gap elevates the rate of l M

heat transfer over the upstream portion of the blade but has the
opposite effect on the downstream portion. Near the trailing edge,
the heat transfer is mostly dominated by the size and the extent of
the separation bubble.

In Fig. 12, the flow over the blade tip at three locations along the
blade for the case of 3 percent tip clearance is presented. The
separation of the flow upon entering in the gap is evident from that
figure. The locations of flow reattachment in the planes considered
have been marked with white arrows. The tip flow at the location
farthest downstream on the blade shows that the hot gas from the
core does not come in contact with the tip surface. Examination of
the tip flow for smaller gaps (not shown to conserve space) reattach moves downstream as the gap narrows. Therefore, the
revealed that the location on the tip where the flow does not larger the gap size, the larger the portion of the blade where the

Fig. 9 Near-tip suction side heat transfer (1000x Stanton No.)
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Fig. 10 Velocity vectors near the tip on the blade suction side for (a)G=
1.5 percent, A/G = 1, and d = 15 percent and (b) G = 3 percent, RIG = 1

flow is unattached, leading to smaller heat transfer rates in the
downstream portion of the blade tip. Further discussion of the
effect of the tip clearance height on the blade tip will be given at
the end of this section.

To investigate the effect of casing recess on the tip heat transfer,
two gap clearances of 1.5 and 3 percent were considered. Figures
13(a) and 13(b) show the effect of casing recess upstream of the
blade row for G = 1.5 percent. A range of R/G values from 0 to
1.5 was considered. The casing recess was placed at 25 percent
chord upstream. The contour plots show the local effect of the
upstream recess on the blade tip heat transfer. Looking at the peak
heat transfer, it can be seen that the recess on the casing reduces
the peak level of heat transfer, and in general the larger the recess,
the smaller the peak heat transfer. The line plot at the bottom
shows the integrated average of the tip heat transfer over the blade
tip. The line plots show a decreasing level of tip heat transfer as a
function of casing recess depth. A different set of calculations was
run for the recess placed at 15 percent chord upstream of the blade
row. Figure 14 shows the results of those runs. The line plot in Fig.
14(b) clearly shows that the effect on the tip heat transfer is larger
in this case (d = 15 percent) as compared to the case of d = 25
percent as one would expect intuitively.

688 / Vol. 121, OCTOBER 1999
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Fig. 11 (a) Contours of 1000 x Stanton number over the blade tip for
three gap widths and (b) line plot of the average tip heat transfer as a
function of the axial distance

Figure 15 shows the variation of the tip heat transfer as a
function of recess depth for the larger 3 percent tip clearance. A
range of recess depths is chosen, namely, R/G’s of 0, 1/3, 2/3 and
1, the latter being even with the blade tip. The reduction of the tip
heat transfer is again apparent from that figure; however, in this
case it appears to be confined mainly to the forward portion. The
reason is that for this large clearance gap the gas flows relatively
unimpeded over the aft portion of the tip and is less affected by the
presence of a casing recess upstream of the blade.

Figure 16 shows plots of relative total temperature, relative
velocity magnitude, turbulence intensity, and kinetic energy of
turbulence for the 1.5 percent clearance and no upstream recess
(base case). Figures 17 and 18 show the ratios of the same
quantities for G = 1.5, R/G = 1 and G = 3 percent, R/G = 0

Fig. 12 Velocity vectors showing flow through the tip clearance at three
locations. Observed flow reattachment is marked by the arrow.
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Fig. 13 (a) Contours of 1000 x Stanton number over the blade tip and
(b) line plots of average tip heat transfer; d = 25 percent, G = 1.5 percent

cases to the corresponding quantities of the base case. The purpose
of those figures is to aid in determining the cause of change in tip
heat transfer by the presence of a recess or by an increase in tip
clearance. Referring to Figs. 16, 17, and 18, judging by the levels
of turbulence intensity, it is likely that the tip flows are all fully
turbulent. The drop in heat transfer for the case in Fig. 17 (corre-
sponding to Fig. 14, R/G = 1) appears to be due to the reduction
in the total temperature as well as the flow velocity. In fact, if one
assumes a relationship of wall heat flux proportional to velocity
ratio to a 0.8 power, which is commonly done for a turbulent
boundary layer flow, it appears as though most of the drop in heat
transfer on the tip can be accounted for by the velocity drop. The
same can be said for the 3 percent clearance, where the increase in
the tip heat transfer in the attached flow regions is associated with
an increase in velocity.

Casing Heat Transfer. Information on the casing heat transfer
can be used for cooling of the casing to alleviate “hot spots” or for
the purposes of active control of tip clearance. Since -the grid
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Fig. 14 (a) Contours of 1000 x Stanton number over the blade tip and
(b) line plots of average tip heat transfer; d = 15 percent, G = 1.5 percent

rotates at the blade rotation rate, there is no unsteady effect due to
rotation which is not accounted for in the calculations.

Figure 19 shows the effect of tip gap height on the circumfer-
entially averaged casing heat transfer. The casing heat transfer, as
should be expected (Epstein et al., 1985), drops by a large factor
(~35) along the axial direction. It is also shown that the casing heat
transfer is markedly affected by the tip clearance gap. The trend is
shown to be an increase in heat transfer as the gap widens. The
change in the level of heat transfer on the casing is initiated near
the blade leading edge and persists past the trailing edge of the
blade.

Casing heat transfer is also expected to be influenced by the
presence of the recess on the casing. Figure 20 shows the effect of
casing recess on the casing heat transfer. The dip on the heat
transfer curve corresponds to a location just downstream of the
recess where the casing is in the recirculating flow region. There is
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Fig. 15 (a) Contours of 1000 x Stanton number over the blade tip and
(b) line plots of average tip heat transfer; d = 25 percent, G = 3.0 percent

some reduction on the rate of heat transfer on the casing due to the
presence of the recess; however, it appears to be slight.

Tip Mass Flow. Figure 21(a) is a plot of mass flow rate
through the tip clearance normalized by inlet mass flow rate. There
is a linear relationship between the mass flow through the clear-
ance and the tip clearance height. Figure 21(b) shows the mass
flow rate through the tip gap as the upstream recess is introduced.
The case of 1.5 percent tip clearance shows an increase in the mass
flow rate as recess is introduced initially but shows a reduction
thereafter. The mass flow rate is normalized by the tip mass flow
rate without the casing recess, which is quite small for the G = 1.5
percent case, and therefore the variations in the mass flow due to
the presence of the casing recess are quite small. For the 3 percent
clearance, the effect of clearance height is more uniform. The

690 / Vol. 121, OCTOBER 1999

Fig. 16 Relative total temperature, velocity magnitude, turbuience in-
tensity, and kinetic energy of turbulence at midgap, G = 1.5 percent,
RIG=0

reduction in velocity in the tip region of Fig. 17 is due to blockage
of the flow coming from the inlet. The fact that the mass flow rate
does not change greatly suggests that the flow through the tip
clearance is mainly due to the pressure difference across the blade.

Exit Angle. An important variable in the design of turbine
stages is the exit angle. It is known that as the gap widens, the
unguided flow through the clearance increases, and therefore it
causes the flow to enter the next set of blades at an angle other than
the intended design angle. Figure 22 shows the pitchwise-averaged
exit angles at two axial locations for the clearance heights consid-
ered with and without casing recess. The solid lines are for cases
without casing recess. All the runs having the same tip clearance
height-are represented with the same symbol for the purposes of
easy identification. The intended design values at hub, mean, and
tip are taken from Timko (1982) and are also included.

The exit angle associated with zero clearance is represented by
a thick solid line without symbols. The no-clearance case is over-
turned near the casing (as near the hub) due to secondary flows. On
the other hand, cases with tip clearance have various degrees of
underturning proportional to the tip clearance height due to the
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Fig. 17 Ratios of relative total temperature, velocity magnitude, turbu-
lence intensity, and kinetic energy of turbulence at mid gap, G = 1.5
percent, R/G = 1, d = 15 percent

suction side tip vortex. In Fig. 22(a), the no-clearance case has
formed a maximum turning limit for all the other cases considered.
Addition of a recess has a worsening effect for the case of large tip
clearance but has an obvious moderating effect for the lower tip
clearance height.

Efficiency. In a previous paper Ameri et al. (1998) presented
a method to compute the adiabatic efficiency as a by-product of the
heat transfer calculations. The expression used for the calculation
of the adiabatic efficiency is:

1 1
Tin - Tc.\'

n= 7\ (v DY
T;,.[l - (’L> ]
pin

In this formula 77 and P’ signify the mass-averaged, absolute
total temperature and pressure. The subscripts in and ex signify the
integration location’s inlet and outlet of the computational domain
and vy is the specific heat ratio. Since the calculations are done with
a wall boundary condition other than adiabatic, the exit total

€]
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\
0.80
¥

Fig. 18 Ratios of relative total temperature, velocity magnitude, turbu-
lence intensity, and kinetic energy of turbulence at midgap, G = 3
percent, RIG = 0

temperature is corrected for the heat transfer. Further details can be
found in Ameri et al. (1998).

For the present set of calculations, the integration planes are
located at 50 percent chord upstream of the blade and 100 percent
chord downstream of the blade. The exit location was selected
relatively far downstream to allow for mixing to take place and
therefore allow for the differences in efficiency to become appar-
ent. Figure 23 shows the effect of the height of the tip clearance
gap on the adiabatic efficiency without the presence of the casing
recess. The calculations were performed for the case of no tip
clearance as well as 1, 1.5, and 3 percent tip clearance cases. The
solid line is a best fit to the calculations. The variation of efficiency
with gap height is seen to be linear with a slope of ~1.5 point per
percent gap clearance. Both the linearity and the magnitude of the
slope agree with the general rule of thumb exercised by designers.
The open symbols are calculated from a graphic correlation pro-
posed by Hong and Groh (1966) as reproduced in NASA SP-290
edited by Glassman (1994). The graphic correlation expresses the
efficiency as a fraction of efficiency with no clearance. The no-
clearance value is obtained by extrapolation. The variation of
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Fig. 19 Circumferentially averaged heat transfer on the casing as af-
fected by the tip clearance height

efficiency as shown in Fig. 23 provides confidence in the results of
the calculations. The efficiencies calculated suggest that the losses
associated with the tip clearance are approximately 20, 30, and 45
percent of the total losses for the case of 1, 1.5, and 3 percent
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10.0
(=]
(=]
=3
s 50Ff L
L
c
8
o
No Recess = No Recess
— = d=15%, R/G=1. ——= d=25%, R/G=1.
—-— d=25%, R/G=1.
0.0 . . . . . .
-0.5 0.0 0.5 1.0 15 -0.5 0.0 0.5 1.0 1.5
X/C X/c
(a) (b)

Fig. 20 Casing heat transfer as affected by the presence of the recess:
(a) 1.5 and (b) 3 percent clearance
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Fig. 21 (a) Tip clearance mass flow rate normalized by the inlet mass
flow rate versus tip clearance height. (b) Tip clearance mass flow rate
normalized by the tip mass flow rate without recess versus recess depth.
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clearance, respectively. This is in agreement with the work of
Boyle et al. (1985) and confirms the suggestion made elsewhere
that measures taken to reduce the losses due to tip leakage can
have a significant effect on the total losses, especially when oper-
ating with relatively wide tip clearance.

The magnitudes of efficiency calculated here were changed
slightly by the presence of the recessed casing. Table 3 shows the
calculated efficiency for the 1.5 percent tip clearance cases con-
sidered. For the 1.5 percent clearance gap the magnitude of the
efficiency without the recess was calculated to be 92.06 percent.
For d = 15 percent at R/G = 0.5 the magnitude of the efficiency

T T T T

O Present calculations
Best fit to calculations b
O Correlation, Hong & Groh 1966

Efficiency
o
N
=)

©
o
o

1.0 2.0 30 40 5.0
100 x G/Span

88.0

Fig. 23 Adiabatic efficiency as affected by the tip ciearance height
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Table 3 Efficiency, G = 1.5 percent
R/G=0 R/G=0.5 | R/G=1. R/G=1.5
d=15% 92.06 92.24 91.85 92.16
d=25% 92.06 92.07 92.29 92.04

rose to 92.24 percent, which although it is a 0.2 percent increase,
it constitutes 8 percent of the losses due to tip clearance. For d =
25 percent, the efficiency rose to 92.29 percent or 9.5 percent of
the tip clearance losses at R/G = 1. For the d = 15 percent case
the value of efficiency for R/G = 1 appears to be anomalous,
although no reason for this drop in efficiency was found. More
points might be required to capture the highs and lows of this
relationship.

Table 4 contains the efficiency values for the 3 percent tip
clearance cases. The efficiency reaches a maximum of 90.28
percent or an increase of 0.2 percent compared to the no-recess
condition. This is an increase equivalent to recovering 4.5 percent
of the losses due to the tip clearance. A trend can be inferred from
the table where there is an intermediate value of casing recess
height for which the efficiency reaches a peak. Further increase in
the recess height leads to losses in the flow that can offset the gains
otherwise attained.

Summary and Conclusions

In this paper, results are presented from three-dimensional sim-
ulations of flow and heat transfer in an unshrouded turbine rotor
passage with and without casing recess. Casing recess is a config-
uration often found in turbine blade passages. For the purposes of
the calculations, a generic modern gas turbine blade, namely that
of first-stage rotor of GE-E’ turbine, was selected. A multiblock
grid was generated to discretize the flow field. Clearance heights of
0, 1, 1.5, and 3 percent of the passage height were considered. For
the two largest clearance heights considered, different recess
depths were studied.

There was an increase in the thermal load on all the heat transfer
surfaces considered due to enlargement of the clearance gap.

Introduction of recessed casing resulted in a drop in the rate of
heat transfer on the pressure side, but the picture on the suction
side was found to be more complex for the smaller tip clearance
height considered. For the larger tip clearance height the effect of
casing recess was a reduction in the suction side heat transfer.

There was a marked reduction of heat load and peak values on
the blade tip upon introduction of casing recess; however, only a
small reduction was observed on the casing itself,

Tt was reconfirmed that there is a linear relationship between the
efficiency and the tip gap height. It was also observed that the
casing recess has a small effect on the efficiency.

It was also observed that the recessed casing can have a mod-
erating effect on the flow underturning at smaller tip clearances.

Table 4 Efficiency, G = 3 percent

R/G=1/3
90.28

R/G=2/3
90.15

R/G=1.
90.03

R/G=0
90.09

d=25%
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Mach Number Effects on
Turbine Blade Transition Length
Prediction

The effect of a Mach number correction on a model for predicting the length of transition
was investigated. The transition length decreases as the turbulent spot production rate
increases. Many of the data for predicting the spot production rate come from low-speed
flow experiments. Recent data and analysis showed that the spot production rate is
affected by Mach number. The degree of agreement between analysis and data for turbine
blade heat transfer without film cooling is strongly dependent on accurately predicting the
length of transition. Consequently, turbine blade heat transfer data sets were used to
validate a transition length turbulence model. A method for modifying models for the
length of transition to account for Mach number effects is presented. The modification was
made to two transition length models. The modified models were incorporated into the
two-dimensional Navier—Stokes code, RVCQ3D.Comparisons were made between pre-
dicted and measured midspan surface heat transfer for stator and rotor turbine blades.
The results showed that accounting for Mach number effects significantly improved the
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agreement with the experimental data.

Introduction

The accuracy of predictions for turbine blade aerodynamics and
heat transfer is affected by the accuracy in predicting the region of
transitioning flows. The locations on the blade where transition
begins and ends can affect the aerodynamic performance. In ap-
plications where turbine blade film cooling is absent, knowledge of
where transition begins and ends is important in predicting surface
heat transfer. As discussed by Mayle (1991), there is an extensive
amount of experimental data showing that the start and length of
transition are functions of Reynolds number, turbulence intensity,
and pressure gradient, in addition to any periodic disturbances that
may be present.

Much of the recent theoretical analysis for the length of transi-
tion utilizes the spot production concept of Emmons (1951) for
intermittency. Narasimha (1957) proposed that the intermittency
follows an exponential behavior, with the exponential term being
proportional to the square of the distance from the start of transi-
tion. The model proposed by Chen and Thyson (1971) accounted
for variable free-stream velocity on the length of transition by an
integral relationship in the exponential term. Two different ap-
proaches have been used to account for the effects of turbulence
intensity and pressure gradient on the length of transition. Simon
(1995), Gostelow et al. (1994), and Fraser et al. (1994) accounted
for these effects by assuming that the flow conditions at transition
onset were the dominant influences. Solomon et al. (1996) ex-
tended the approach of Chen and Thyson (1971) to account for
free-stream flow variations on the length of transition.

Most of the experimental data used to develop correlations for
the transition length were obtained at incompressible flow condi-
tions. There is only a limited number of data that show the effect
of Mach number on transition for the transonic flow regime. Dey
and Narasimha (1985) proposed a variation in the spot formation
rate with Mach number. Their variation showed no change in the
spot formation rate until a Mach number of two, followed by a
rapid decrease in the Mach two-to-four range. Recent data from
Clark et al. (1994) showed that the effect of Mach number on
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Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine
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Kielb.

694 / Vol. 121, OCTOBER 1999

Copyright © 1999 by ASME

turbulent spot parameters was significant at substantially lower
Mach numbers. Mack (1969) showed the effect of Mach number
on the frequency of the Tollmein—Schlichting waves, which in turn
affects the spot formation rate.

The transition spot data of Clark (1993), and the frequency
results of Mack (1969) were used to derive modifications to
account for the effect of Mach number on the length of transition.
The modifications were incorporated into the models proposed by
Simon (1995), and Solomon et al. (1996). These models were then
implemented in a Navier—Stokes code. The code used, RVCQ3D,
has been documented by Chima (1987) and Chima and Yokota
(1988). Comparisons with experimental turbomachinery data
showed that incorporating Mach number effects into the transition
length model improved the agreement with experimental data.
Accurate transition predictions are important whether or not sur-
face heat transfer is present. Turbine blade heat transfer data can
dramatically show transition behavior, and data are available at
high free-stream Mach numbers. Therefore, turbine blade heat
transfer data were chosen to illustrate the importance of including
a Mach number effect on the length of transition.

The work presented herein consists of a discussion of how Mach
number effects were incorporated into the transition length model.
Comparisons are then shown for a variety of turbine conditions to
show that incorporating a Mach number effect significantly im-
proves the degree of agreement with the experimental data. Com-
parisons are made with data for both stator and rotor geometries
for a range of turbulence intensities and Reynolds numbers. This is
done to demonstrate that the Mach number effect is a general one,
which leads to an overall improvement, and not just for a specific
test case. Results are shown for two different transition length
models in order to demonstrate that the results are not a function
of a particular transition length model.

Description of Analysis

In the transition region the effective eddy viscosity, pige, is
given by:

Herr = Poam T YHrURs

Different approaches have been used to determine the value of
intermittency, y. Two recent approaches to calculating the value of
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v are those of Simon (1995) and Solomon et al. (1996). In both
methods the intermittency, v, is a function of the pressure gradient
A. In the model of Solomon et al., the intermittency is also a
function of the turbulence intensity, 7u. Simon’s (1995) method
utilizes an analytically developed value for the spot production
rate, while the method of Solomon et al. (1996) utilizes an exper-
imentally derived correlation for the spot production rate.

Simon’s Model. In Simon’s (1995) model vy is based .on the
intermittency path equation derived by Narasimha (1957):

YSimon = 1.0 - exp[_”U(ReS - ReS*S‘T) 2]
The parameters in this equation are given by:

no = N/Rej,

Simon (1995) developed an analytic value for the nondimen-
sional spot production rate, N:

A tan a> 2

N=81x10"" (
ST

Simon and Ashpis (1996) showed results using values for A, a,
and B determined from the data of Gostelow et al. (1996). The
dimensionless spot parameter, A, is the ratio of the spot area to the
square of the spot half-width. A was determined from the zero
pressure gradient data to be 2.88. « and 3 at the start of transition
were taken as functions of pressure gradient:

22.14 )

s =40+ <0.79 +2.72¢ 7
Bsr=0.71 + 1.35/\s

Model of Solomon, Walker, and Gostelow (SWG).
model developed by Solomon et al. (1996):

dsj tan ads

S§T

In the

g

Yswe = 1.0 — exp *nf U tan o

SsT

In this equation #n is determined by the values at the start of
transition, while o, @, and U are functions of the local conditions
throughout the length of transition. The parameters in the previous
equation are:

NSTV
n =

= 3
Osr05r

For favorable pressure gradients, Ag > 0.0, and

Ngr= 8.6 X 10 * exp( — 10/Agy —0.564 In Tu
Otherwise,

Ngr=8.6 X 107* exp(2.134 g In Tu
— 59.23A4 — 0.564 In Tu)

The variables calculated throughout the transition length are
given by:

22.14 )

a=4.0+ (0.79 ¥ 2729767

- 0.37
o=0.03+ {5485 30,97

The primary differences between the transition length model of
Simon and the SWG model of Solomon et al. (1996) are that
Simon’s model is based exclusively on the conditions at the start
of transition, and that these conditions are not a function of the
local turbulence intensity.

There is no explicit Mach number effect for the correlations
used in either transition length model. The measurements that
provided the data for the correlations were done at low Mach
numbers where the flow is incompressible. Clark et al. (1994)
reported experimental data showing that the free-stream Mach
number affects the spot spreading angle.

Mach Number Effects. Narasimha (1985) postulated that the
transition process is likely to be the same for subsonic and super-
sonic flows. The effect of increasing Mach number is to decrease
the longitudinal growth rate of turbulent spots. Owen and Horst-
man (1972) showed intermittency data at hypersonic Mach num-
bers that agreed with the intermittency distribution developed by
Narasimha (1957) for incompressible flows. Dey and Narasimha
(1985) proposed a variation in the nondimensional spot formation
rate, N, with Mach number. This variation showed little change up
to a Mach number of two. For 2 < M < 4, N decreases rapidly.
Recent data of Clark (1993), however, showed that there was a
significant decrease in the spot spreading angle even for Mach
numbers less than one. Simon (1995) utilized the method used by

Nomenclature
A" = near wall damping coefficient St = Stanton number Subscripts
C,, = ratio of compressible-to- S = surface distance . .
incompressible spot production T = temperature d = leading edge diameter
rate Tu= turbulence intensity GAS = molecular
¢ = true chord U = free-stream velocity LAM = laminar
¢, = axial chord y = normal distance to surface M = value as a function of Mach
f = frequency @ = spot spreading angle number
h = heat transfer coefficient vy = intermittency P = pressure §urface
hy = normalizing heat transfer coef- 0 = momentum thickness § = surface distance from stagna-
ficient A = pressure gradient parameter = (6°/ tion point; Suction surface
I = incidence angle v)dU/ds ST = start of trans1t1_on
K = acceleration parameter A = dimensionless spot geometry param- I = total surface distance
N = nondimensional spot formation eter ' TURB = turbulent
rate p = density IN = gas inlet N
n = spot formation rate o = dimensionless spot propagation pa- O = start of transition .
Re = Reynolds number rameter 0.1 = value at incompressible condi-
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Fig. 1 Effect of Mach number on spot formation rate

Walker (1989) and McCormick (1968), regarding the frequency of
spot formation. The turbulent spots are assumed to appear at the
frequency of the Tollmein—Schlichting instability wave with the
maximum amplification rate. Mack’s (1969) analysis showed that
the frequency of the Tollmein—Schlichting instability wave with
the maximum amplification rate decreased with Mach number up
to sonic conditions. Simon (1995) showed that the spot formation
rate, N, and thus n, is proportional to the square of the product of
the spot formation frequency, f, and the tangent of the spot spread-
ing angle, o

noc(f tan o) ?

The spot production rate at a given Mach number, Ny, can be
related to the incompressible spot production rate, Ny, by:

ny Ny ( tan oy fy ) z
oy N, tan g 1 fo.

The turbulent spot spreading angle data of Clark (1993) and the
Tollmein—Schlichting wave frequency analysis of Mack (1969)
were used to determine the effect of Mach number on the spot
formation rate. Figure 1 graphically presents the relationship for
the effect of Mach number on spot formation rate. The change in
the spot production rate can be viewed as effectively increasing the
length of transition by Vn/ng,.

In summary, the transition length model of Simon including the
effect of Mach number is:

Cm

Ry 5
YSimon = 1.0 ~ eXP[_nOAl(;O_) O-(ReS - ReS—ST) ]

The SWG model corrected for Mach number effects is:

ny\ |5 o s
— ————ds
Mot U tan «

Ssr S

ST

Yswe = 1.0 — exp| —ng, tan ads

In each model n,, is calculated based on the pressure gradient,
A, and, for the SWG model, the turbulence intensity, Tu. The start
of transition was specified using Mayle’s (1991) method. The
momentum thickness Reynolds number at the start of transition is
given by:

Rey_sr = 400Tu %"

The local turbulence intensity, 7Tu, was determined using an
algebraic relationship. To determine the local turbulence from a

696 / Vol. 121, OCTOBER 1999

one or two-equation turbulence model would require knowledge of
the inlet length scale. For the cases examined, the inlet length scale
was generally not available. The local turbulence intensity was
calculated as:

Tu = TupUnlUg

The local free-stream velocity, Uy, was calculated from the local
pressure ratio. Mayle (1991) recommended that a lower limit of 3
percent should be used for Tu when calculating Re, at the start of
transition.

The transition models were incorporated into a quasi-three-
dimensional Navier—Stokes analysis, RVCQ3D. This code has
been documented by Chima (1987) and Chima and Yokota (1988).
C-type grids were generated using the method of Arnone et al.
(1992). In this approach, the near-wall grid is embedded within a
coarser grid obtained using the method of Sorenson (1980). For
this work dense grids were used. A typical grid was 321 X 51. This
was done to achieve high resolution within the transition region.
The choice of grid parameters, such as near-wall spacing and
stretching ratios, was determined using the results presented by
Boyle (1991) and by Boyle and Ameri (1997). Therefore, the
conclusions drawn from this work would not be affected by the
size of the grids used.

The Baldwin-Lomax (1978) model was used for the turbulent
eddy viscosity, pryrs. This model was used for two reasons. First,
it has been shown by Ameri and Arnone (1992) and Chima (1996)
that algebraic models of this type predict turbine blade surface heat
transfer as accurately as two-equation models. Second, an alge-
braic model, rather than a two-equation model, allows a more
straightforward demonstration of the effects of Mach number on
the length of transition.

Because the free-stream turbulence was high for many of the
cases examined, the Smith and Kuethe (1966) model was incor-
porated to account for the effects of free-stream turbulence on the
laminar flow. The augmented laminar viscosity is:

Hram = Mgas T (1.0 — v)0.164pyTul

y is the normal distance from the blade, and pigss is the molecular
viscosity of the gas. Augmenting the laminar viscosity primarily
affects the heat transfer in the leading edge region. The effect of
the Smith and Kuethe (1966) model on the pretransition heat
transfer will be discussed.

Data Comparisons

In actual turbomachines, most blade rows are subject to periodic
flow field variations due to the presence of adjacent blade rows.
The accuracy of prediction for the time-averaged heat transfer
would be affected by the accuracy in predicting the effects of the
periodic disturbances. Since the objective of this work is to illus-
trate the importance of Mach number effects, comparisons are
made for isolated blade row test cases. In these test cases the
blades were not subject to periodic disturbances. This eliminated
the necessity of accurately predicting the periodic disturbance
effect.

The test cases chosen were those that showed transition occur-
ring over a significant fraction of the surface distance. The litera-
ture shows many cases where transition occurs over a very short
distance near the leading edge or close to the trailing edge. These
cases were not suitable test cases. Generally, moderate to high
levels of turbulence intensity were required in the test cases. It is
necessary to examine data from a variety of different sources, and
under different conditions, in order to insure that the proposed
method of accounting for Mach number effects results in improved
predictive capability. Comparisons with a variety of different cases
also illustrates where improvements in the models are needed.
Both stator and rotor geometry test cases were examined. The
stator cases chosen were from Arts et al. (1990) and Hylton et al.
(1983). The rotor cases presented were those of Arts et al. (1998).
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Table 1 Stator cases examined

Data - Arts et al.(1990
Suction Pressure
Rey M, | Tu | sst/sr Ao | seo/sr Aoy | ssT/sT Ao [ ses/er | Aoo
*x10~¢ %
2. 09]6.0 0.30 | 0.019 0.78 | -0.141 0.12 ] 0.075 0.77 ] 0.105
2. 1.1 6.0 0.30 | 0.025 0.97 | -1.816 0.12 { 0.078 0.79 | 0.111
2. 1.1 1 4.0 0.30 | 0.024 0.97 | -1.922 0.24 | 0.066 >1 97%
1. 0.8} 6.0 0.36 | 0.053 0.77 | -0.083 0.13 | 0.078 0.76 | 0.102
1. 1.1} 6.0 0.57 | 0.025 >1 7% 0.10 | 0.070 0.62 | 0.133
Data - Hylton et al.(1983)
. Suction . . Pressure
Rep My | Tu | sst/st Xo | sso/s7 Aoy | sst/sT Ao | seo/sT | Do
x10~8 %
1.5 0901 8.3 0.28 [ -0.005 0.58 | -0.167 0.10 | 0.014 0.48 ] 0.114
2.5 1.06 | 8.3 0.28 | -0.009 0.58 | 0.097 0.09 | -0.005 0.25 | 0.126

These data show rotor surface heat transfer for a range of Mach
numbers, Reynolds numbers, and rotor incidence angles.

Stators. Table 1 summarizes the test conditions for each of the
cases presented. The Reynolds and Mach numbers, as well as the
upstream turbulence intensity, are shown for each case. Predicted
values at the beginning and end of transition are also shown in the
table. These predictions are for the SWG model with the Mach
number effect included. The surface distance at which transition
starts, sg/sy, and the surface distance at which y = 99 percent,
Sqo/s7, are shown. The total surface distance, sy, is different for the
suction and pressure surfaces. The values given for A are the
predicted values at the beginning and end of transition. The pre-
dicted values for sof/s; and Ay vary according to the transition
length model used. The values shown in the table, therefore, are
primarily useful for orientation purposes. Where the table entry
is > 1 transition was not complete at the end of the vane, and the
corresponding percentage number is the <y value at the trailing
edge.

Data of Arts et al. (1990). Figure 2 shows a comparison of
measured and predicted isentropic surface Mach numbers for this
geometry. Data were given at three different exit Mach numbers,
M, , which were somewhat different from the M, values used for
the heat transfer tests. At the lowest Mach number, the suction
surface Mach number peaks midway along the surface. At the
highest Mach number, the data show a peak Mach number at 80
percent of the surface distance, and the prediction shows the peak
occurring somewhat later. Overall, the analysis agrees well with
the data, and predicts most surface velocity gradients accurately.

Figure 3 compares heat transfer predictions with and without a
Mach number correction with the experimental data. For this vane
geometry, sg/c = 1.34, and sp/c = 1.03. The Stanton number, St,
is based on the vane exit conditions. These data are for an exit
Reynolds number of 2 X 105, M, = 0.9,and Tu = 6 percent. The
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A,A,/ \
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B 1.0 / ‘O" o | J1
g
o 0.8 -
£
o
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o 0-6 Pressure surface
g— —— M,=0.84
E 04 —-—- M,=0.875
ﬁ ——— M,=1.02
O Exp. M,=0.84
0.2 © Exp. M,=0.875
A Exp. M,=1.02
0.0 83 : : S
0.0 05 1.0 1.5
Surface distance, s/c
Fig. 2 Isentropic surface Mach number; data of Arts et al. (1990)

Journal of Turbomachinery

8r Stator Re=2.1X10° M,=0.9 Tu=6%
Cm=1. .
6L
[=]
[~
Q
T4
>< .
&b Suction Surface
;T Simon Cm=1.
2t —-—- Simon Cm=f{M)
————— SWG Cm=1.
——— SWG Cm=f(M)
P Surf
ressire Suriace @ Data Arts et al.(1990)
0 . . ‘ . ,
-1.00 -0.50 0.50 1.00 1.50

0.00
Surface distance, s/c

Fig. 3 Effect of Mach number correction on predicied heat transfer

predictions for the suction surface show that both Simon’s model
and the SWG model show improved agreement with data when the
Mach number correction is used. The predicted location for the
start of transition on the pressure surface was close to the leading
edge. Since this was a low Mach number region, the inclusion of
a Mach number effect did not change the transition length predic-
tion. The small differences on the pressure surface are due to the
differences between the Simon and SWG turbulence models. Com-
paring the analysis and data shows that using the ratio of local-to-
inlet velocity to calculate the local turbulence intensity for the start
of transition gives good agreement with the data.

Figure 4 shows comparisons for the same test conditions as in
Fig. 3, but at a higher exit Mach number, M;, of 1.1. The Mach
number at the start of transition is 0.92. For both transition models,
including a Mach number correction in the transition length model
significantly improves the agreement for the suction surface.
Along the aft portion of the suction surface, the analysis overpre-
dicts the heat transfer. The implication of the results in this figure
is that even though the Mach number correction substantially
affects the length of transition, the effect may be underestimated.
Mayle (1991), in a discussion of Sharma’s (1987) results, indicated
that the intermittency used in the energy equation could be lower
than that used in the momentum equations. If this approach had
been taken in the analysis, the apparent transition length would be
longer.

Figure 5 shows comparisons for a reduced upstream turbulence
intensity of 4 percent. The comparisons illustrate the importance of
correctly predicting the start of transition. Because of the lower
upstream turbulence intensity, the predicted turbulence intensity at

Stator Re,=2.1X10° M,=1.1 Tu=6%

8 .
Pressure Surface Suction Surface
P Cme=1.
6l
(=3
(=3
e
o4
&
e —— Simon Cm=1.
2 ¢ .. Simon Cm=i(M)
----- SWG Cm=1.
——— SWG Cm=f(M)
© Data Arts et al.(1990)
%.00 050 0.00 050 100 150

Surface distance, s/c

Fig. 4 Effect of Mach number correction on predicted heat transfer
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Fig. 5 Effect of model assumptions on predicted heat transfer

the start of transition was very low. Mayle (1991) recommended
that a minimum intensity of 3 percent be used in calculating the
start of transition. This value produced a very early transition.
Comparisons with the data show that specifying a turbulence
intensity of 1.5 percent produced an early suction surface transi-
tion, while an intensity of 1 percent gave a transition after the
experimental results.

Figure 5 also illustrates the effect of a variable near-wall damp-
ing coefficient, A™, on predicted heat transfer. The variation of A"
with pressure gradient used is the same as that used by Crawford
and Kays (1976) in the STANS boundary layer analysis program.
Pressure surface transition occurs near the leading edge. The
strong favorable pressure gradient results in an increased value for
A", This in turn reduces the length scale in the near-wall region,
giving lower Stanton numbers. Paradoxically, a variable A™ re-
sulted in increased leading edge heat transfer. This unexpected
behavior was caused by the manner in which the Smith and Kuethe
(1996) leading edge augmentation model was incorporated into the
analysis. The turbulence quantitics were calculated everywhere,
not just where vy > 0. The Smith and Kuethe model was applied
only in the inner region. However, the distance from the wall at
which the turbulence model crossed over from the inner to outer
regions was affected by A*. When A* was variable, the Smith and
Kuethe model was applied over a greater distance from the wall
than when A* = 26.

Next, comparisons are shown where the exit Reynolds number
has been reduced by half. Figures 6 and 7 show results for Ty =
6 percent, and exit Mach numbers of 0.8 and 1.1. At this lower
Reynolds number, the degree of agreement for the pressure surface
heat transfer is significantly poorer. It is felt that the primary
reason for the poorer agreement on the pressure surface is that the
only mechanism for relaminarization is the variation in A*. From
the data it appears that the increase in A* at these test conditions
is insufficient. Kays and Crawford (1980) state that a boundary
layer will relaminarize at K values around 1-3 X 10° Since A =
KRe,’, if the pressure gradient is high enough, and transition
occurs at a.low enough Re,, the boundary layer is likely to
relaminarize. At high turbulence levels, transition begins at low
Re,. The values of A and Re, were calculated throughout the
pressure surface tranmsition region. The resulting K values were
greater than the K value for relaminarization using the Kays and
Crawford criteria.

On the suction surface, the choice of transition start influences
the agreement with the data. The minimum turbulence intensity
giving the best data agreement is the same level, 1.5 percent, as for
the higher Reynolds number comparisons. However, for the lower
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Fig. 6 Effect of model assumptions on predicted heat transfer

Reynolds number comparisons in the early part of transition, the
analysis underpredicts the surface heat transfer.

Consistent’with the results at the higher Reynolds number, the
best agreement for the suction surface heat transfer occurs when
the local turbulence intensity is close to 1 percent. The overall
conclusion from the comparisons regarding the start of transition is
that the local turbulence intensity at transition start should not be
specified. Rather, it should be calculated from an appropriate
model, and not have a preset lower limit.

C3X Data of Hylton et al. (1983). The predicted and experi-
mental isentropic surface Mach numbers for test cases 4321,
(M, = 0.90), and 5521, (M, = 1.06), are shown in Fig. 8. For the
lower exit Mach number, the peak suction surface Mach number is
near 20 percent of the surface distance. The higher Mach number
case has the peak close to 40 percent of the surface distance, after
which there is rapid diffusion. From Table 1 it can be seen that
transition is expected to start near 30 percent suction surface
distance. If transition starts after the peak in suction surface ve-
locity, the transition length is expected to be short because of the
adverse pressure gradient. There is good agreement between the
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Fig. 7 Effect of model assumptions on predicted heat transfer
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Fig. 8 Isentropic surface Mach numbers; data of Hylton et al. (1983)

analysis and the data, except for the last third of the suction surface
at the higher Mach number.

Figures 9 and 10 show comparisons between predicted and
experimental heat transfer for cases 4321 and 5521. The actual
heat transfer coefficient, 4, was normalized by a reference value,
hg, of 1135 W/m*/K, as was done by Hylton et al. The cases have
the same inlet Tu (8.3 percent), but differ in exit Reynolds and
Mach numbers. Figure 9 shows that including a Mach number
correction produced only a small change in the transition behavior.
The start of transition was in an adverse pressure gradient region,
and the transition length was very short. The results in Fig. 10,
where transition starts in a favorable pressure gradient region,
show a significant effect when the Mach number correction is
applied. The suction surface data show an earlier than predicted
transition start. However, changing the turbulence intensity at the
start of transition from1to 2 percent did not improve the agreement
with the data. The predicted heat transfer in the leading edge
region is higher than the experimental values. Along the pressure
surface incorporating A* as a function of pressure gradient im-
proved the agreement with the data. Using measured surface
temperatures instead of a uniform average temperature resulted in
significantly better agreement with the data. However, only the
rearward part of the vane was affected, and not the region where
transition occurred.
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Rotors. Only data from a single source are used for compar-
isons for rotor surface heat transfer. The data used are those of Arts
et al. (1998). These data show the variation in surface heat transfer
with Reynolds number, Mach number, and perhaps most impor-
tantly, rotor incidence angle. All of the comparisons are made at an
upstream Tu of 4 percent. Table 2 shows the same information as
presented in Table 1, but for the rotor geometry. Figure 11 com-
pares predicted surface isentropic Mach numbers with experimen-
tal results at different incidence angles. The primary purpose of
this figure is to illustrate the degree to which incidence variations
affect the surface pressures. Negative incidence, with the corre-
sponding reduction in flow turning, gives rise to a strongly favor-
able pressure gradient over much of the suction surface. Away
from the leading edge, the surface isentropic Mach numbers for the
different incidence values converge. The analysis predicts the peak
surface Mach number ahead of the experimental data, and the peak
predicted value is lower than the data. When the transition region

Table 2 Rector cases examined

Data - Arts et al.(1997
Suction Pressure
Rey M, I'[ ssr/sp Ao | see/sT Agy | ssT/sT Ao | sse/sr Aso
x10~¢ %
1.08 08] -5.0 0.13 ] 0.031 0.69 | 0.001 0.01 [ -0.115 0.01]-0.382
1.05 1.1 -5.0 0.11 { 0.045 >1] 99% 0.01 | -0.261 0.01 | -0.183
1.05 13| -5.0 0.09 | 0.060 >1) 9% 0.01 | -0.345 0.01 | -0.243
1.84 11} -b.0 0.07 | 0.196 0.54 | -0.034 0.01 | -0.268 0.01 | -0.187
1.05 1.1 -14.0 0.04 | -0.025 0.89 | 0.015 0.01 | -0.564 0.01 | -0.528
1.05 11| 5.0 0.10 | -0.007 0.18 | -0.182 0.01 | 0.010 0.03 | 0.200
16 A
12
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Fig. 11 Isentropic Mach number comparisons with data of Arts et al.
(1997)
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extends to this region, the differences in isentropic Mach numbers
may affect the agreement between the analysis and experimental
heat transfer.

Figures 12, 13, and 14 show the effect of an exit Mach number
variation on the length of transition. The agreement between the
predicted and experimental isentropic Mach numbers was closer
for the subsonic exit Mach number, than for the M, = 1.1 results
shown in Fig. 11. These results are for an exit Reynolds number of
1.05 X 10° Because the ratio of inlet Mach number to exit Mach
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Fig. 15 Effect of model assumptions on predicted heat transfer

number is much greater for a rotor than a stator, there is less
variation in the free-stream Tu. Even though Tu = 4 percent at the
inlet, the local Tu is greater than 2 percent at the start of transition.
These results again show that including the effect of Mach number
in the transition length modeling improves the agreement with the
data. Both model predictions show better agreement with the data
when a Mach number correction was used. The SWG model gives
the best agreement with the data. Increasing the exit Mach number
to 1.1 did not affect the degree of agreement with the data. A
variable near-wall damping coefficient, A* did not improve the
agreement for the pressure surface heat transfer.

Figure 14 shows evidence of a shock—boundary layer interac-
tion for the highest exit Mach number. The peak isentropic Mach
number was calculated to be 1.66. Even in the presence of the
shock, the analysis shows good agreement with the experimental
data.

Figure 15 shows the effect of an increased exit Reynolds num-
ber. Again, including a Mach number correction improved the
agreement with the data for the suction surface. At this higher
Reynolds number, including a leading edge augmentation resulted
in heat transfer rates much higher than the experimental data. This
behavior is consistent with the arguments advanced by Dullenkopf
and Mayle (1992). They concluded that the coefficient in the Smith
and Kuethe (1966) leading edge heat transfer model should be
decreased as Tu\/Re, increased. When Tu\/Re, > 25, the coef-
ficient in the correlation of Smith and Kuethe (1966) should be
reduced to 40 percent of its value for low values of Tu\/Re,. The
data shown in Fig. 15 have Tu\/Re, = 10. A 40 to 50 percent
reduction in the Smith and Kuethe model coefficient would sig-
nificantly improve the agreement with the data. The pressure
surface comparisons are consistent with those at the lower Reyn-
olds number. A variable A* does not improve the agreement with
the data.

Comparing Figs. 13, 16, and 17 shows the effect of a variation
in pressure gradient caused by a variation in incidence. For a
negative incidence of 14 deg, including a Mach number effect
improved the agreement with the data. The higher-than-measured
heat transfer midway on the suction surface implies that vy initially
increased too rapidly. The positive incidence case shows transition
occurring over a very short distance due to the adverse pressure
gradient in this region. The positive incidence case is similar to the
results 'shown in Fig. 9 for the C3X stator data of Hylton et al.
(1983), and the degree of agreement is similar.

The prediction of the leading edge heat transfer is good for the
two negative incidence cases, but the predicted values exceed the
data for the positive incidence case. These results are also consis-
tent with the conclusions of Dullenkopf and Mayle (1994) in that
at high Reynolds numbers the correlation of Smith and Kuethe
(1966) would overpredict the leading edge heat transfer. For the
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same exit Reynolds number, the inlet Reynolds number increases
with incidence. On the pressure surface the effect of varying A™
with pressure gradient improved the agreement with data only for
the forward region at 14 deg negative incidence. On the rear
portion of the blade, assuming A* constant gave good agreement
with the data.

Concluding Remarks

The results of this work show that a Mach number effect should
be incorporated in a transition model. The proposed model ac-
counts for the effect of Mach number on both the frequency of spot
formation and the turbulent spot spreading angle. The results show
reasonably good agreement with the experimental data over the
length of transition. Almost without exception, including the Mach
number effect improved the agreement with the data for both
Simon’s (1995) model, and for the Solomon et al. (1996) model.

For moderate to high turbulence levels, a simple model for
predicting transition onset gives reasonably good agreement with
data. When the predicted level of turbulence at the start of transi-
tion is below 2 percent, best agreement with the data was achieved
when Reggr was allowed to increase as the predicted turbulence
level decreased to about 1 percent.

The analysis incorporated a model to account for the effect of
free-stream turbulence on heat transfer in the laminar and transi-
tioning regions. The model showed reasonably good agreement
with the data. However, at high Reynolds numbers, the leading
edge heat transfer was too high. The approach taken by Dullenkopf
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Fig. 17 Effect of model assumptions on predicted heat transfer
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and Mayle (1994) might have led to an improved prediction. While
the comparisons with data were for the entire blade surface, the
primary focus of this investigation was to validate an approach to
account for Mach number effects on the length of transition. The
appropriateness of using a model to vary the near-wall damping
coefficient, A* as a function of pressure gradient was not resolved.
For the stator cases examined, a variable A* gave improved agree-
ment. However, for the rotor cases choosing A* = 26 gave the
better agreement.
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Measurement and Computation
of Energy Separation in the
Vortical Wake Flow of a
Turbine Nozzle Cascade

This paper describes the observation, measurement, and computation of vortex shedding
behind a cascade of turbine nozzle guide vanes that have a blunt trailing edge. At subsonic
discharge speeds, periodic wake vortex shedding was observed at all times at a shedding
frequency in the range 7-11 kHz. At high subsonic speeds the wake was susceptible to
strong energy redistribution. The effect was greatest around an exit Mach number of 0.95
and results are presented for that condition. An unusually cold flow on the wake centerline
and hot spots at the edges of the wake were measured. These were found to be a
manifestation of Eckert—Weise effect energy separation in the shed vortex street. Exper-
imental identification of these phenomena was achieved using a new stagnation temper-
ature probe of bandwidth approaching 100 kHz. Using phase-averaging techniques, it
was possible to plot contours of time-resolved entropy increase at the downstream
traverse plane. Computational work has been undertaken that gives qualitative confir-
mation of the experimental results and provides a more detailed explanation of the fine
scale structure of the vortex wake. The topology of the wake vortical structures behind
blunt trailing-edged turbine blades is becoming clearer. These measurements are the first
instantaneous observations of the energy separation process occurring in turbine blade
wake flows. This was also the first demonstration of the use of the probe in the frequency,
Mach number, and temperature ranges typical of operation behind the rotors of high-
performance turbomachines such as transonic fans.
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Ottawa, Canada
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in this paper, is shown in Fig. 1. The flow is from left to right and
the photograph demonstrates the structure of the vortex shedding,
showing the interaction between the shed vortices and the acoustic
waves propagating upstream from them.

There is a loss penalty associated with a thick trailing edge. This
penalty is considerably larger than would result from a simple
backward-facing step of similar proportions. The magnitude of the
discrepancy was unexplained until fast schlieren photography
came into use in cascades. When fast schlierens are taken of
blunt-trailing edged turbine blades, a von Karman vortex street is
observed (Lawaczek and Heinemann, 1975), often with associated
sound waves propagating upstream. In addition to the loss penalty,
vortex shedding may cause adverse effects, which include high-
frequency sound propagation, vibrational effects, locally high heat
transfer to or from the blade, and energy separation into hot and
cold regions. The effect of a vortex street on close-coupled oscil-
lating shock waves, causing strong loading fluctuations, is notori-
ously difficult to predict.

Possibly the strongest and least understood manifestation of
periodic vortex shedding, however, is a thermo-acoustic effect,
which has its maximum amplitude at high subsonic speeds. This is
the Eckert—Weise effect (1943), which had been mostly studied in
the context of vortex shedding from circular cylinders. A wide
range of energy separation phenomena was reviewed by Eckert
(1986), who concluded that energy separation was primarily
caused by pressure forces acting on the fluctuating curved stream-

Introduction

An experimental low-aspect-ratio (0.6) highly loaded turbine
stage designed for engine use in the 1980°s produced anomalous
temperature distributions downstream of the high-turning (76 deg)
transonic nozzle guide vanes (Williamson and Moustapha, 1986).
At the time the cause of these effects was not understood and a
linear cascade model of the midspan section of the nozzle guide
vane row was built at a scale of 4.3 times engine size. The design
of the cascade and the results of a comprehensive experimental
investigation of the flow field in the nozzle were reported by
Carscallen and Oosthuizen (1989). Testing on this nozzle cascade
also resulted in an anomalous temperature distribution. The effect
was basically that in the cascade, which continuously drew in
laboratory air, a significant time-averaged temperature deficit of up
to 12 K was observed in the vane wakes and a stagnation temper-
ature excess of several degrees was observed just outside the
wakes. The understanding of these anomalies has been an evolving
process based mainly on the results of experimental research on
the linear cascade.

It was first established that, because the blading had a particu-
larly blunt trailing edge, periodical vortex shedding was occurring
into the wake over the whole discharge Mach number range
between 0.3 and 1.2. At subsonic speeds this took the form of a
conventional von Karman vortex street. The nature of the vortex
shedding was established by submicrosecond schlieren photogra-
phy and fluctuating stagnation pressure measurements {Carscallen

et al., 1996). A representative schlieren photograph, corresponding
to a condition close to that used for most of the testing described
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lines with only a minor contribution from viscous forces. For

circular cylinders the extensive work by Kurosaka and colleagues
(1987) had been followed by the work of Ng et al. (1990) who
observed stagnation temperature fluctuations of 15 K rms at the
relatively low Mach number of 0.4.

Upon confirmation of the periodic vortex shedding behavior of
these vanes, it was hypothesized that the Eckert-Weise effect was
the cause of the anomalous temperature distributions. The un-
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Schlieren visualization of vortex wake at Ma = 0.97

Fig. 1

steadiness, indicated in pressure transducer data and observed
with high-speed schlieren, and the depressed average values of
total temperature in the wake were consistent with the kind of
total temperature fluctuations observed by Kurosaka. The aim
of the present work was to make direct time-resolved measure-
ments of the temperature fluctuations in an attempt to confirm
this hypothesis.

The principal difficulty was that stagnation temperature mea-
surements were limited by the frequency response of the available
instrumentation. Hitherto the fastest response device available was
the aspirating probe, which has a bandwidth of the order of 20
kHz. This was clearly inadequate to resolve the vortex shedding,
which has a characteristic frequency of around 10 kHz.

Meanwhile a new fast-response stagnation temperature mea-
surement device, which was originally intended for transient test
facilities, had been developed at Oxford University (Buttsworth
and Jones, 1998). The new device, which has a bandwidth of the
order of 100 kHz, was thought to be potentially suitable for the
measurements in the vortex street. Accordingly the design work
was undertaken to adapt the device for operation in the NRC
continuously running tunnel. The current work marks the first
application of the technique to a continuous facility.

The work described is limited to high subsonic Mach numbers
for which the energy separation effect is strongest. Limited inves-
tigations have been undertaken over a wider Mach number range,
including interesting vortex shedding phenomena observed at su-
personic speeds, as outlined by Hogg et al. (1997).

Even under high subsonic conditions, there were issues that
involved the structure of the von Karman vortex wake. The turbine
blade is not a circular cylinder and the boundary layers from the
two surfaces are quite unequal in thickness at the trailing edge. It
was not clear what effect this would have on the wake vortices. To
resolve such questions about the topology of the vortex wake, the
measurements would need to be assembled into a mapping of the
flow as it sweeps over the probe; suitable techniques would need
to be devised to provide this information.

Fig. 2 View of the probe and the cavity in the porous tailboard

Test Facility and Instrumentation

Transonic turbine blade wake flows were measured in the cas-
cade tunnel described by Carscallen et al. (1996). This continu-

~ously running in-flow cascade has six nozzle guide vanes. An

adjustable perforated aluminum tailboard was used to eliminate
shock wave reflection and help establish flow field periodicity. The
tunnel] side walls were constructed from clear lexan, permitting
schlieren visualization. The nozzle guide vanes tested in this
cascade have a chord of 175.3 mm (4.3 times engine size) and a
solidity of 1.19. The vane aspect ratio is 0.64 with a turning angle
of 76 deg and a design exit Mach number of 1.2. The vane trailing
edge diameter is 6,35 mm.

Earlier measurements, using fast response pressure transducers
and high-speed schlieren, had identified strong vortex shedding in
the trailing edge wake flows. Time-averaged temperatures mea-
sured using a shielded thermocouple had suggested that the vorti-
ces were causing redistribution of energy across the wake.

Simultaneous time-resolved measurements of stagnation tem-
perature and pressure were made in the wake of one blade using
the device shown in Fig. 2. The downstream traverse plane was
normal to the wake at 5.76 trailing edge diameters from the vane
trailing edge. The device consists of three probes comprising one
tube-mounted fast response transducer for measuring stagnation
pressure and two 3-mm-dia fused quartz probes for measuring
stagnation temperature. The fluctuating stagnation pressure was
measured using a Kulite XCS-062-15A pressure transducer. The
isentropic exit Mach numbers were determined by calibration from
measurements of total pressure and downstream static pressure.

The stagnation temperature instrumentation is based on the fast
response technique of Buttsworth and Jones (1998). It consists of
two cylindrical fused quartz probes, one of which is heated prior to
operation, each having a thin film platinum resistance thermometer
applied to its hemispherical end. Heat flux and surface temperature

Nomenclature

¢, = specific heat at constant pressure P = stagnation pressure € = turbulence dissipation

k = turbulence kinetic energy PS§ = pressure side w = rms vorticity fluctuation
Ma = isentropic exit Mach number T = stagnation temperature Subscri

R = gas constant t = time ubscripts
§S = suction side y= d@stanc'e normal.to wake 1 = upstream

§ = entropy y = dmlllensmnless distance normal to 2 = downstream

wa
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Fig. 3 Probe transient heat flux traces

signals are recorded for both temperature probes. The heat transfer
between the quartz tip of each probe and the flow is governed by
the stagnation heat transfer coefficient, the surface temperature of
the quartz and the local flow stagnation temperature. Running the
thin film gages in constant current mode, the temperature of the
quartz can be determined directly from the voltage drop across the
gage. A surface heat transfer signal was also generated from the
gage voltage using the heat transfer analog unit of Oldfield et al.
(1982).

The bandwidth of the device used in the present measurements
is limited to 87 kHz (3 dB deterioration) by the conditioning
electronics that process the thin film signals. The shedding fre-
quency is about 10 kHz, and with the measurement bandwidth of
87 kHz, faithful representation of harmonic content is quite lim-
ited. The temporal resolution is considered marginally acceptable
for providing information on vortex structures.

Spatial resolution is governed by the geometry of the probes.
Although the diameter of each total temperature probe is 3 mm, the
sensing film is less than 1 mm long. The diameter of the Kulite
transducer diaphragm is 1.57 mm, or about one quarter of the
trailing edge thickness, and this limits the spatial resolution.

The heat transfer coefficient and the stagnation temperature
were the unknown variables in the heat transfer process for each
total temperature probe. Assuming an identical heat transfer coef-
ficient for each probe permits the stagnation temperature to be
calculated by simultaneous solution of the heat transfer equation
for each probe. Corrections were applied for surface curvature and
lateral conduction effects, as described by Buttsworth and Jones;
their error analysis predicts a measurement accuracy of =3 K. As
there is no stagnation enthalpy variation along the stagnation
-streamline, the technique is essentially Mach number independent.

The three probe heads were aligned parallel to the vane trailing
edge. In this study it is assumed that the shed vortices are essen-
tially two dimensional and that the three probes are sensing iden-
tical phases of the shed vortical structure.

The total temperature probe heads were shielded within the
tailboard prior to measurements being taken. While shielded
within the tailboard, an internal electric element heated one of the
quartz probes, the temperature of the other probe remaining close
to the stagnation temperature of the flow. Once the desired tem-
perature difference between probes had been achieved, the device
was propelled out of the tailboard and into position in the wake.

Figure 3 presents typical probe transient heat flux traces. The
lower trace is for the heated probe. All signals were digitized at
250 kHz for 0.5 s after release from the tailboard. Low-pass
anti-aliasing filtering was applied at 100 kHz. The traces in Fig. 3
show the initial transients as the head moves from the tailboard,
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Pressure Ratio

across the free-stream flow and into the measurement position
within the wake. All transients have decayed within the first 0.1 s.
A second fast-response pressure transducer was mounted within
the trailing edge of the vane. Although this was in the base region,
it was mounted off center and provided a phase reference signal for
sampling the traces. Figure 4 gives a short sample of traces for the
stagnation temperature and pressure and the base pressure. The
stagnation temperature and pressure traces were taken close to the
wake center line at Ma = 0.95. These raw data traces typically
show significant variations from cycle to cycle. These variations
result from turbulence and other random effects and also reflect
differences in arrival times of individual vortices. It is significant
that these differences between cycles are less for the base pressure
than for the downstream probes. To reduce these cycle-to-cycle
variations, which are present in most turbomachinery applications,
a simple phase-lock averaging procedure (Gostelow, 1977) was
applied.

Calibration procedures applied to the raw data resulted in the
production of temperature and pressure signals in physical units.
The first 37,500 readings were discarded to ensure that all remain-
ing data had reached steady state conditions. The remaining data
were analyzed in blocks of 200 readings. This permitted the phase
reference to be applied and the 128 readings following this refer-
ence to be analyzed. In the rare case of a poor or ambiguous phase
reference, this allowed one vortex shedding cycle of data to be
discarded. It was therefore possible to obtain a satisfactorily phase-
referenced record of 128 readings in all cases. For each data record
this procedure was repeated 64 times, allowing an ensemble of 64
traces to be collected. The phase averaging procedure was then
applied, resulting in periodic traces of stagnation pressure and
stagnation temperature.

Phase-averaged records of total temperature and pressure and of
base pressure were obtained at each of eleven cross-wake traverse
locations. These records were then combined, using the common
phase reference, and contouring procedures applied to the resulting
data. The approximate wake centerline was chosen as a datum and
the notation was adopted that suction side values of y are positive.

Total Temperature

Temperature (K)
EEEEEL

Pressure Ratio

Base Pressure

0.1602 0.1604 0.1606 0.1608 0.1610
Time (s)

Fig. 4 Short sample of traces for stégnation temperature and pressure
and base pressure
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Computational Work

The unsteady implicit flow solver used has been described by
Currie and Carscallen (1998). The flow solver solves the quasi-
three-dimensional form of the Reynolds-averaged Navier—Stokes
equations, which accounts for axial variations in stream-tube thick-
ness (axial velocity density ratio), using an unstructured grid and
a second-order accurate MUSCL implementation of Roe’s flux
difference splitting scheme (Roe, 1981).

The spatially-discretized Navier—Stokes equations are integrated
in time using a second-order accurate, three time level implicit
procedure, which uses GMRES and block ILU(0) preconditioning
to solve the implicit equations at each time step. Turbulence is
modeled with the zonal k—w/k—e Shear Stress Transport formula-
tion of Menter (1993). This formulation uses the k—w model of
Wilcox (1993) near the walls and the high-Reynolds-number form
of the k—e model elsewhere.

Jacobi relaxation is used to solve the implicit equations for the
backward-differenced (in time) turbulence variables at each time
step. The computational grid was obtained by first generating a
structured O-grid, with a thickness of ~5 percent of blade chord,
around the blade and then filling the remainder of the solution
domain with roughly equilateral triangles. The grid was adapted to
the solution by quadrisecting triangles in regions of high pressure
gradient, as described by Currie and Carscallen (1998). Adaptation
to boundary layers is performed by variable stretching of the O-
grid away from the blade surface, maintaining the overall thickness
of the structured layer constant, to obtain a y* of ~1 at the first
nodes off of the blade surface. The simulations of vortex shedding
were performed using a grid that was very highly refined in a strip
straddling the vortex street downstream of the trailing edge. The
cell size in this strip was ~1/50th of the trailing edge diameter. To
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minimize dispersion errors, the calculations were performed using
a global time step that resulted in a CFL (Courant—Friedrichs—
Lewy) number of ~1 for the nodes in the strip.

Results

Contour plots are presented for 100 readings, or 0.4 ms, of
phase-averaged data in Fig. 5. These have been presented in
reversed time sequence to relate more closely to Lagrangian views
of the vortical wake obtained from schlieren visualization and
computational simulations. To obtain a realistic view of the vortex
shedding process, it was necessary to apply a vortex propagation
velocity to the readings. Following the recommendation of Zaman
and Hussain (1981) the propagation velocity of the vortex core was
applied. For the test conditions and the blading under investiga-
tion, at a free-stream Mach number of 0.95, this was found to be
178 m/s. .

The pressure and temperature contours of Fig. 5 clearly repre-
sent a periodic structure with stagnation pressure dropping to less
than 70 percent of the free-stream value in the vortex cores. It is
not, however, immediately obvious that this corresponds to a
conventional von Karman vortex street. Clarification and interpre-
tation were required and are attempted subsequently.

The stagnation temperature contours indicate strong instanta-
neous temperature separation. Figure 5 indicates that stagnation
temperatures in the vortex cores may be 16 K lower than free-
stream values and the presence of hot spots of more than § K
greater than the average free-stream values at the outer edge of the
pressure side of the vortex wake. On the suction side this differ-
ence is just over 6 K. It should be recalled that the signals are
subject to low-pass filtering at 100 kHz giving a maximum reso-
lution of approximately ten readings per cycle and eliminating

Transactions of the ASME

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Isentropic Exit Mach Number

—~ 0 O~ ' 4 1
< 0,5 1 1.5
3 2| o,

[ .

g 41 O“ 19

o . .

o Q ?‘o'o

= -6 F B 1,

g -

2 8} |-~ --Thermocouple | * |

E Data o !

@ -10 | ® New Probe, e

S " Time-averaged| 8

Fig. 6 Comparison between phase-averaged temperature measure-
ments and previous results measured with a thermocouple wedge probe

short-duration fluctuations from consideration. The phase-
averaging procedure will also have served to eliminate or reduce
short duration structures. The real instantaneous variations will
therefore tend to be greater than the values given in the contour
plots, as indicated in the raw total temperature data of Fig. 4.

When the unsteady temperature readings in the wake center
region are averaged over time, a temperature deficiency of over 10
K is obtained. In Fig. 6 this is compared with earlier results. These
were measured over a range of exit Mach numbers by wedge
probe-mounted thermocouple. The agreement at the test Mach
number of 0.95 is seen to be good. The earlier results (Carscallen
and Oosthuizen, 1989) were obtained by traversing in a plane
parallel to that of the vane trailing edges. The wake temperature
difference was defined as the difference between the minimum and
maximum temperatures measured. In the present tests measure-
ments at most Mach numbers were taken only on the wake cen-
terline. The wake temperature decrease is taken as the difference
between the time-averaged measurement at the wake center and
the free-stream total temperature.

The low temperatures found in the central region of the wake
were not unexpected, although no direct measurements had previ-
ously been made of these behind turbine blades due to the limited
bandwidth of available instrumentation. It was a surprise to find
such pronounced hot spots on the edge of the wake. These had only
previously been observed for shed vortices from circular cylinders
in the computational work of Kurosaka and colleagues but not
experimentally and certainly not in vortex shedding at high shed-
ding frequencies of the order of 10 kHz. Upon time averaging,
these hot and cold spots manifest themselves as regions of de-
pressed stagnation temperature on the wake centerline and of
increased stagnation temperature at the edge of the wake, as found
in the experiments of Carscallen and Oosthuizen. The results
confirm that the previous, supposedly anomalous, results were
actually the result of energy separation in the vortex wake as
described by Kurosaka et al. (1987).

The time-resolved stagnation temperature measurements there-
fore support observations of energy separation through the Eckert—
Weise (1943) effect by Kurosaka and others and extend these to
flows behind turbine blades at shedding frequencies of the order of
10 kHz. They also validate the use of the combined stagnation
pressure and temperature device under conditions representative of
transonic turbomachinery operation. It is-clear, for example, that
the probe has the potential to be used to give time-resolved
stagnation temperature measurements in transonic fan rotor wakes
and hence time-resolved efficiency measurements.

The potential of this approach for efficiency measurements is
demonstrated by the use of the pressure and temperature measure-
ments to provide contours of entropy increase. The usual relation-
ship for the entropy increase of a perfect gas is expressed in terms
of stagnation temperature and pressure ratios:

Journal of Turbomachinery

Fig. 7 Lagrangian contours of entropy increase computed for stibject
cascade at Ma = 0.95

s, =81 =1c, In(T,/T\) = R1In (P,/P,).

The phase-averaged stagnation pressure and temperature data may
therefore be combined in the form of contours of entropy increase.
This has been done in Fig. 5. The result is contours of an unfamiliar
serpentine form that require elucidation. The contours represent de-
partures from isentropic expansion or compression. Fluctuating ex-
pansions and compressions are represented by the stagnation pressure
contours and the ensuing stagnation temperature fluctuations of Fig. 5.
A failure of the stagnation temperature to respond to the stagnation
pressure fluctuations resuits in an increase in entropy. The entropy
increase contours are therefore sensitive spatio-temporal locators of
loss and should represent the vortex street well.

What may be deduced from the contours is that although a
single, distinct and conventional vortex is shed from the pressure
side each shedding period, no such simple conclusion may be
reached with regard to the suction side. The literature offers little
other direct experimental evidence to assist in the interpretation of
this behavioral difference between the vortical structures emanat-
ing from the two surfaces. Clues are nevertheless given in infor-
mation such as the smoke traces of Roberts and Denton (1996). For
a body having similar trailing edge aerodynamic characteristics to
these blades, the vortices from the pressure surface rolled up
tightly into coherent cylindrical structures; those from the suction
surface were more diffuse. The salient differences between the
present tests and circular cylinder wakes are:

(i) Inthese tests the suction surface trailing edge boundary layer
was much thicker than that on the pressure surface, and

(if) the free-stream velocity on the suction surface was higher
than that on the pressure surface. '

This latter topic has been addressed in fundamental work at low
speed by Boldman et al. (1976), which showed the severe disrup-
tion of the symmetric vortex shedding pattern at low upper surface:
lower surface velocity ratios.

Computational work using the code described in the previous
section has produced the Lagrangian contour plots of entropy
increase shown in Fig. 7. The experimental measurements were
made in a plane 5.76 trailing edge diameters downstream of the
trailing edge and this distance has been indicated by a broken line
on the computational results (Figs. 7 and 8). It is instructive to
observe the vortical structures just upstream and downstream of
that line. These do seem to bear a close resemblance to the
experimentally observed structures in the vicinity of the 0.2 ms

Fig. 8 Lagrangian contours of entropy increase for Ma = 0.4 computed
by Arnone and Pacciani (1997)
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time mark; indeed they provide an explanation of the observed
structures. The only comparable computational work has been
performed using an explicit code by Arnone and Pacciani (1997).
This work was performed at a lower exit isentropic Mach number
of 0.4 on a less highly loaded turbine nozzle cascade and the
results are presented in Fig. 8.

It appears from both experimental and computational results that

the vortical structures emanating from the relatively thick suction .

surface boundary layer, unlike those from the pressure surface, do
not remain as tightly rolled cylindrical vortices but become
stretched toward the centerline of the wake. The entropy increase
contours associated with the suction surface shedding tend to have
the appearance of bands, which are oriented relatively normal to
the flow direction.

The computational results in Fig. 7 show pressure side vortices
that remain tightly rolled but there appears to be some weakening
of the suction side vortices. Otherwise these results seem to rep-
resent a conventional von Karman vortex street.

The results of Arnone and Pacciani also indicate tightly rolled
pressure side vortices and highly strained bands of fluid connecting
the pairs of vortices emanating from the suction and pressure
surfaces. The vane geometries and the computational approaches
are different; it would be of interest to run both codes for the
precise conditions of the subject experiment.

The computational work is able to show the flow structure in
much finer detail than the experimental work because the latter can
only resolve one-eighth of a wavelength temporally and one-
quarter of the trailing edge thickness spatially. It is thought that in
most important respects the experimental vortical structures are
compatible with both sets of computational work.

The raw stagnation temperature traces were investigated to see
if fine scale or turbulent structures could be discerned. Little such
structure was observed and it was concluded that a significant
improvement in the measurement bandwidth would have been
needed to observe fine-scale structure. Such an improvement in the
probe and the electronics is planned.

Some experimental observations that resolve higher frequencies
have been performed on the vortical structures. These are the
sub-microsecond spark schlieren photographs which were taken.
An example was given in Fig. 1. This photograph is compatible
with the picture obtained from the computational work. In partic-
ular braids of fine-scale structure are frequently observed in the
schlieren photographs. These braids extend between vortices and
may be seen both in schlieren photographs such as Fig. 1 and in the
computed entropy increase contours of Fig. 7. Such observations
are helpful in clarifying wake vortical structures.

The new wide-bandwidth stagnation temperature probe worked
well and reliably. The frequency range, high subsonic Mach num-
ber range, and temperature range were almost identical to those
prevailing in many important turbomachinery applications. A typ-
ical example would be the testing of a transonic fan or compressor
rotor. Furthermore, with the availability of a reliable phase refer-
ence the phase-averaging approach would lend itself well to map-
ping time-resolved stagnation temperature and pressure contours
through periodic events such as rotor wake passing. Rotor effi-
ciency could previously only be resolved radially; bandwidth
limitations had precluded the resolution of blade-to-blade varia-
tions in efficiency. Successful demonstration of the new probe
offers the possibility of implementing it for traversing in rotating
machines and presenting, for the first time, localized efficiencies
and loss sources in transonic fans and compressors.

Conclusions

The wake flow behind the blunt trailing edge of a turbine nozzle
guide vane was found to be subjected to strong energy redistribu-
tion at high subsonic Mach numbers. Unusually cold flows on the
wake centerline and hot spots at the edges of the wake were
measured. These were caused by energy separation in the shed
vortex street due to the Eckert~Weise effect.
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Experimental identification of these phenomena was achieved
using a new wide bandwidth stagnation temperature probe. This
was the first demonstration of the use of the probe in the frequency,
Mach number, and temperature ranges typical of operation behind
the rotors of high-performance turbomachines such as transonic
fans. Using phase-averaging techniques, contours of time-resolved
entropy increase were plotted at the downstream traverse plane.

Computational results give qualitative confirmation of the ex-
perimental results and make it possible to provide a more detailed
explanation of the fine-scale structure of the vortex wake.

Temperature redistribution and vortex shedding phenomena oc-
cur under a wide range of physical situations and geometries and
have considerable importance for turbine vanes where efficiency
and heat transfer considerations are paramount. In establishing the
vortex shedding behavior for a particular vane configuration, this
paper provides a basis for the systematic investigation of the
downstream temperature redistribution.
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A Numerical Study of the
Influence of Grid Refinement
and Turbulence Modeling on
the Flow Field Inside a Highly
Loaded Turbine Cascade

A thorough numerical study was conducted to simulate the flow field inside a highly
loaded linear turbine cascade. The numerical investigation was focused on the
secondary flow field as well as on the prediction of the overall design goals within
reasonable accuracy limits. The influence of grid resolution was investigated in order
to obtain detailed information about the requirements of a grid-independent solution.
Three different two-equation turbulence models were applied to two numerical grids
of different resolution. Emphasis was laid on separating the influences of grid
resolution and turbulence models. The Mach and Reynolds numbers as well as the
level of free-stream turbulence were set to values typical of turbomachinery condi-
tions. The computational study was carried out using a three-dimensional state-of-
the-art block structured Navier—Stokes solver. The comparison of the numerical
results with experiments clearly revealed the different degree of agreement between
simulation and measurement. This paper describes the application of a modern flow
solver to a test case that is relevant for practical turbomachinery design purposes.
The agreement between the experiments and the results of the numerical study is good
and in most cases well within the accuracy limits proposed by Strazisar and Denton
(1995). It was found out that the main effect on the quality of the computations is the
resolution of the numerical grid. The finest grid used reached over one million points
halfspan, showing clearly superior results compared with a coarser, though still fine
grid. The influence of different turbulence models on the numerically obtained flow
field was relatively small in comparison with the grid influence.
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the qualitative loss distribution. It has been acknowledged
(Strazisar and Denton, 1995) that the accurate prediction of the
change between two designs and the computation of the span-
wise distributions are at least as valuable as absolute accuracy.
Therefore a qualitative prediction—though not the ultimate
answer to the designer’s needs—is an important design tool to
answer the what-if questions during the design phase.

The increased level of losses in CFD simulations, which is
observed in the majority of cases, can be explained by the lack
of an adequate transition model. Even in turbine cascades,
which usually incorporate a dominating laminar boundary layer,
a physically more suitable completely laminar computation
cannot be performed without inducing large separated flow
regions. As a result, and taking the lack of a transition criterion
into consideration, these computations have to be carried out
with an entirely turbulent boundary layer, contributing to higher
overall losses.

The present work has been focused on two major issues:

First, to prove the statement that a solution that is almost
independent of the numerical grid can be achieved with second-
order accurate numerical schemes by using on the order of 300,000
grid points for a half-span calculation of a single blade row without
"additional features such as tip clearance or blowing holes. For this
purpose one grid with the resolution mentioned above and another
with over one million points are compared.

Introduction

Today numerical schemes are capable of capturing the three-
dimensional flow field inside turbomachinery cascades.

Still, considerable deficiencies in the quality of numerical
flow field simulations may occur in regions that are either
characterized by strong gradients in the flow behavior (e.g.,
shocks, boundary layers) or governed by turbulence phenomena
(e.g., separations, laminar—turbulent transition). While strong
flow gradients can be dealt with by using an appropriate reso-
Iution of the numerical grid——at least theoretically—turbulence
still has to be modeled by more or less simplified assumptions,
which hardly take into account the complexity of turbulence
occurring in highly loaded turbomachinery cascades (Wunder-
wald, 1995). Steadily rising computational resources and con-
tinuously improved numerical algorithms also lead to higher
expectations regarding the numerical results. A good agreement
with respect to the entities that are easier to obtain, e.g., the
midspan pressure distribution, has almost become a prerequisite
of a numerical simulation. Today more emphasis is laid on the
correct prediction of losses and their spanwise distribution.
Although nearly all numerical simulations suffer from too high
a level of predicted losses (Gregory-Smith, 1995; Denton,
1996), modern numerical schemes are generally able to predict

Contributed by the International Gas Turbine Institute and presented at the 43rd
International Gas Turbine and Aeroengine Congress and Exhibition, Stockholm,
Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine
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Second, to investigate the influence of different turbulence mod-
els on the overall flow behavior as well as on more detailed flow
phenomena. In accordance with the state-of-the-art in industry,
only two-equation models have been used, which are generally
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Table 1 Design data (T106)

L Aero-/ Thermodynamics J
Isentropic outlet Mach # Moy 4 | 0.59
Isentropic outlet Reynolds # | Reasn | 500,000
Inlet flow angle 51 127.7°
Qutlet flow angle | B2 26.8°

[ Geometry ' J
Chord length l 100 mm
Blade span - h 300 mm
Pitch ratio |t/ 0.799

accessible. Efforts have been made to separate the influence of
turbulence modeling from the effects of grid refinement.

Computational Method

The computational method employed here (TRACE_S) was
developed by DLR Cologne (Vogel, 1997). The scheme solves the
three-dimensional Reynolds-averaged Navier—Stokes equations
(RANS) on general structured nonorthogonal multiblock grids.
The numerical algorithm incorporated is an explicit multistage
Runge—Kutta scheme with implicit residual smoothing (Jameson
and Baker, 1984). Space integration is performed using a second-
order accurate cell-centered finite volume central discretization
with artificial dissipation. The code can be applied to both viscous
and inviscid calculations. A variety of two-equation turbulence
models are included, of which the standard k—e model in its high-
and low-Reynolds formulation (Launder and Spalding, 1974; Lam
and Bremhorst, 1981) and the k—w model (Wilcox, 1991) have
been used.

The present calculations have been done using a four-step
Runge—Kutta algorithm and a CFL number of 4.5.

Linear Turbine Cascade T106

The linear turbine cascade T106, which served as a test case in
the present work, is based upon a typical midspan profile of an
uncooled low-pressure turbine rotor. It was published as a test case
in AGARD-AR-275 (Fottner, 1990) and was extensively investi-
gated during various experimental campaigns. Measurements have
been conducted concentrating on secondary flow (Weif3, 1993),
side wall contouring (Duden and Fottner, 1997; Schnaus and
Fottner, 1997) and blade surface boundary layer behavior (Rémer,
1990). The configuration presented here features straight side
walls.

Table | and Fig. 1 show characteristic geometric and aero-

Nomenclature

By

Ma,

B,

Ma,

ax

Fig. 1 Linear turbine cascade T106

dynamic specifications of the design data of the linear cascade
T106.

The experimental results used for comparison (Duden and Fott-
ner, 1997) were obtained at the High Speed Cascade Wind Tunnel
of the University of the German Armed Forces Munich.

Boundary Conditions. The turbine cascade examined is char-
acterized by an entirely subsonic flow. Therefore, all but one
dependent variable needs to be specified at the inlet where the
experimentally determined total entities (p,, T,) and the flow angle
are imposed (Table 2).

Since the inlet boundary layer profile is of paramount impor-
tance for the development of the secondary flow field, the
measured total pressure profile p,(k) has been used instead of a
power law assumption. At the outflow boundary, the static
pressure, also obtained from experiments, is given. With respect
to the two-equation turbulence models, the turbulence intensity
level Tu, and the dissipation length scale L, are specified.
While the turbulence intensity has been measured by hot-wire
anemomefry, the length scale has had to be obtained by corre-
Iations rather than measurements. The inflow values of the
turbulent kinetic energy k and the dissipation rate € are calcu-
lated directly from the quantities mentioned above. Along the
solid walls an adiabatic boundary condition is set. As no mod-

h = blade height, span, m v;, v;, v = velocity components, ms ™' w = loss coefficient
k = tugb?zlent kinetic energy, Xiy X, xf = spacigl con.lponents, m Subscripts
m’s y" = nondimensional wall dis- .
{ = chord length, m tance ax = axial
L = tarbulent length scale, m B = flow angle, deg . G= f)verall mass~averag§q
Ma = Mach number € = rate of dissipation of turbu- is, th - lsentropic flow conditions
p = pressure, Nm 2 fent kinetic energy, m’s™ MS _ midspan mass-averaged
g = dynamic head, Nm ™ n = efficiency r= totzllll
Re = Reynolds number p = dynamic viscosity, kgm™'s™' 12 r; Cwa d ditions: inl
¢ = blade pitch, m i, = eddy viscosity, kgm™'s™ e cast;:at efcon itions: mlet,
T = temperature, K p = density, kgm ™ - g;:ﬁj;ﬁ?ﬁream
Tu = turbulence intensity, percent 7, = wall shear stress, Nm ™2

S = strain rate, s ™2
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o = trbulent frequency, 5™
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Table 2 Numerical boundary conditions (T106)

Inlet | pg1,00 | 47540 Nm™*
Tinco | 3129 K
e 127.7°
Tuq 5.8%
Ly 2 mm
Qutlet | po 37930 Nm—2

eling of the laminar—turbulent transition is available, all bound-
ary layers are treated as completely turbulent. At the midspan
plane, a symmetry boundary condition is applied.

Computational Grid. The numerical domain has been dis-
cretized by an eight-block grid topology (Fig. 2). Emphasis has
been laid on a high grid quality in order to preserve as high a
numerical accuracy as possible. This holds particularly for the
regions which are most sensitive to numerical dissipation, e.g., the
boundary layer and wake region. Therefore an O-topology has
been chosen in the immediate vicinity of the blade surface to
guarantee a highly orthogonal grid. Apart from the advantages of
this multiblock topology, it has to be mentioned that large numbers
of grid blocks necessitate more effort during the grid generation
and a certain amount of computational overhead during the calcu-
lation.

In Fig. 2 every other grid point in each direction of the coarse
grid (303,000 points) is displayed. The plane used for evaluation
x/l,, = 1.5 is marked. Table 3 gives an overview of the grid point
distribution.

Turbulence Modeling. The time integration of the instanta-
neous Navier-Stokes equations leads to the fundamental closure
problem of turbulence by introducing additional terms of the order
pv’iv]. Turbulence models attempt to relate the Reynolds stresses
pviv] to the mean flow variables and the fluid properties.

Three different turbulence models have been applied during this
numerical investigation:

Standard k—e Model. The most frequently used two-equation
turbulence model was first proposed by Launder and Spalding
(1974). The gradient hypothesis suggested by Boussinesq (1877) is
used to relate the Reynolds stresses to the mean velocity gradients
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R
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W

N
OXR
R
RRTHRR
N

by the turbulent viscosity. The transport equations for k and € are
written as:

apk)  alpok) _ 0. [(

AL 1
ot dx; ox; o) 9x; e—pe (D

d(pe d(pu;e d de
(p ) + M(pi) _ n + 'l_L_t .
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where the production term P, is related to the strain rate S by

Py=4pS 3)
with
1 av,-+av,. dv; 4
$=13 ox;  dx;) ox; “
The eddy-viscosity relation
k2
M= pCy— (5)

is used to finally close the sets of the two equations. o, = 1.0, o
=13,C,=144,C, =192 and C, = 0.09 are the standard
constants of the standard k—e model (Launder and Spalding,
1974).

In the vicinity of solid walls the log law representation of the
boundary layer velocity profiles is used, which limits the applica-
tion of the standard k—e model to high-Reynolds-number flows.
The model is therefore also refeired to as the high-Reynolds k—e
model. In order to ensure high Reynolds numbers in the near-wall
regions of the computational domain, the grid resolution of bound-
ary layers should be restricted to a minimum nondimensional wall
distance of

y
y" = o pume = 30. ©)
Considering the wide range of boundary layer profiles in turbo-
machinery cascades, it becomes obvious that this condition cannot
always be strictly maintained.

Low-Reynolds k—e Model. The above-mentioned restriction of
the high-Reynolds k—e model to a minimum wall distance of y* =
30 can be overcome by an extension suggested by Lam and
Bremhorst (1981) leading to the low-Reynolds k—e model. The
constants C,;, C,,, and C, are now multiplied by the viscosity-
dependent functions f,, f,, and f,

fi=1+(0.05/£,)°
fr=1—exp(—Re})

Jo=01- exp(—Re) 1%(1 + 20.5/Re,) @)
where
i i
Re, = PYNE and Re, = P (8)
7 e

Table 3 Grid resofution

L L . , . Grid points
-1.0 -0.5 0.0 0.5 1.0 15 2 total S;-plane | halfspan
X Coarse grid 303,000 8,200 37
Fig. 2 8, view computational grid 303 k Fine grid 1,138,000 11,700 97
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Table 4 Turbulence modeling and y* values

_ Fine Grid Coarse Grid
Turbulence Low-Re k-, | Hi-Re k-¢,
Models k-w k-w
yT(Sidewall) ~06...1.0 { ~17...45
y T (Suction Surface) | ~0.1...0.5 | ~12...28
yT (Pressure Surface) | ~0.5...1.3 1 ~20...60

The first grid cell should be placed inside the viscous sublayer
to ensure a proper implementation of the wall boundary condition.
In contrast to the high-Reynolds k—e model, the low-Reynolds k—¢
model requires a maximum nondimensional wall distance of

y =2, ©)

If large regions inside the computational domain are existent
where the nondimensional wall distance of the first grid cell is
between 2 = y* = 30, the use of neither the high-Reynolds k—¢
model nor the low-Reynolds k—e model is justified. However,
these limitations sometimes have to be partially overruled by
practical consideration such as computer resources and the efforts
linked to a suitable grid generation.

k—w Model. An alternative formulation of a two-equation
model has been proposed by Wilcox (1991), implementing the
frequency w of the energy-containing turbulent eddies:

€ pk

=== 10
Cuk ™ ( )

w

The k—w model can in principal be derived by substituting the
e-equation Eq. (2) by Eq. (10) with the introduction of a different
set of constants (o, = 2.0, . = 2.0, C, = 1.56, C, = 1.83,
and C, = 0.09). However, significant extensions to the k—w
model have been suggested to include the effects of rotation
(Bardina et al., 1985) and compressibility (Wilcox, 1991). In the
frame of the present work, the k—w model has been used with and
without wall functions according to the grid resolution.

Parameters: Grid Resolution and Turbulence Models. The
combinations of grids and turbulence models used in this numer-
ical study are shown in Table 4. As discussed above, high- and
low-Reynolds k—e models should not be used on grids with the
same resolution. In order to investigate the influence of grid
resolution and turbulence models separately without sacrificing the
necessary limitations of the latter, the k—w model has been applied
to both grids.

The posterior resulting y* values on both grids (Table 4) indi-
cate that the use of all turbulence models on their respective grids
was justified. While the low-Reynolds k—e model was always used
on a sufficiently fine grid, the high-Reynolds k—e model encoun-
tered very limited regions of too fine a resolution. Because of the
small extent of those areas (e.g., stagnation point, limited separated
flow regions) these violations of Eqgs. (6) and (9) can easily be
accepted.

Computational Details. All computations have been carried
out on a single processor of a multiprocessor SGI Origin (R10000,
175 MHz) performing about 4.0 X 107* seconds per iteration per
grid point. It took approximately 14 h CPU time to converge for
the coarse grids (303 k) and 70 h for the fine grids (1138 k).

Each investigated parameter variation has individually been set
up on a coarsened grid, which was created by skipping every other
grid point in each direction. There a zero-flow initial solution has
been imposed and an inviscid calculation performed. These coarse
grid solutions have then been interpolated on the corresponding
final grid where the viscous and turbulent calculations were carried
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out. Local time stepping and implicit residual smoothing were
further means to accelerate convergence.

The residual history (Fig. 3) has been evaluated by a calculation
on the fine grid using the low-Reynolds k—e model. The root mean
square (rms) averaged density residual is displayed versus the
number of iterations. Although it is obvious that convergence still
has not come to an end, the computation has been stopped after
5400 iterations with respect to the CPU time spent.

A drop in the residual of nearly five orders of magnitude
could be achieved, which was considered a satisfying level of
convergence. No significant difference in convergence behavior
could be observed between the different k—e models, whereas
the k—w model shows a slightly slower convergence. Naturally,
the coarse grid converged at a higher rate due to the larger
possible local time steps. There, after 4000 iterations the final
level of convergence at about four orders of magnitude reduc-
tion in residual was reached. Mass flow conservation has been
ensured in all cases within =107 percent difference between
inlet and outlet of the domain.

Results

Global Entities. The first step to evaluate the results of nu-
merical simulations is to compare the global mass-averaged pa-
rameters, loss coefficient and exit flow angle, with measurements.
Averaging in the midspan plane offers the additional opportunity
to separate profile and secondary losses. While the absolute level
of loss in computations is usually found to be too high, the
comparison between the ratio of overall and midspan losses is one
possibility of revealing the correct prediction of secondary flow
behavior.

Loss Coefficient. The loss coefficient is defined

w:Pm — P, DPu D
q2,th P~ P2

an

where p, is the mass-averaged total pressure. All calculations
predict the loss coefficient too high, a result of an entirely turbulent
instead of a laminar—turbulent assumption. The lack of a transition
model demanded either a purely turbulent or laminar calculation.
A laminar calculation would certainly have been closer to reality,
taking the large portions of laminar flow regions in turbine cas-
cades into account (Weif}, 1993; Moore and Gregory-Smith, 1996).
Attempts have been made to conduct laminar calculations on both
grids, resulting in violent flow separations at the blade suction
surface and parts of the side walls. These separations led to an
unsteadily fluctuating computation, prevented a satisfactory level
of convergence, and ended in even higher losses.

| 'T106 i

0 Grid: 1138k
Low-Re-k-¢ Model

Log Residuum (RMS)

) N
| AN

4000 5000
Iterations

) ; 1000 2000 3000 6000

Fig. 3 Convergence history
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Table 5 Mass-averaged loss coefficient at x//,, = 1.5

[ : | wus | we | wus/we |
Experiment | 0.021 | 0.035 0.589
303k Hi-Re-k-¢ 0.027 | 0.049 0.551
k-w 0.026 | 0.048 0.542
1,138k Low-Re-k-¢ | 0.024 | 0.042 0.571
k-w 0.033 | 0.056 0.589

The differences between the high-Reynolds k—e model and the k-
model on the coarse grid are negligibly small. The increasing resolu-
tion of the boundary layer profiles and trailing edge wake in conjunc-
tion with decreasing numerical dissipation is the reason for the lower
levels of losses on finer numerical grids. This obviously holds for the
low-Reynolds k—e model but it cannot be proved for the ko model.
The combination of fine grid and k—w model leads to the highest
calculated loss coefficients found during the numerical study. One
explanation for this odd behavior might be derived from the formu-
lation of the k—w model implemented in TRACE_S. Wall functions
are used on coarse grids to stabilize the model numerically. On finer
grids where y' = 2.5 these wall functions are suppressed, possibly
introducing some instabilities. In spite of all these considerations the
deviations between calculated and measured loss coefficients are,
according to numerical experience, reasonable, ranging between 20
and 50 percent increased computational losses. However, a simple
estimation shows that even a 20 percent relative difference in loss
coefficient contributes to a difference of roughly 2 percent between
calculated and measured isentropic efficiency, a value that undoubt-
edly prevents a quantitative calculation of efficiency in an industrial
environment.

Still, numerical simulations can be applied usefully even in
terms of loss coefficient determination as long as the absolute
quantities are not taken into account, but the shape of distributions
or the differences between two designs. This is proved by the ratio
between midspan and overall losses ws/ws (Table 5), which can
be looked upon as a simple criterion of estimation as to whether
the secondary flow field has been captured correctly. The devia-
tions from the experimental loss ratio values of 0-7 percent are
relatively small compared with the absolute deviations. Again the
calculations on the fine grid are clearly superior to those on the
coarse grid.

Exit Flow Angle. The exit flow angle has been calculated with
deviations of =0.2 deg in the midspan plane and *=0.5 deg in the
overall averaged value (Table 6). This is well within the desired
range of =1.0-2.0 deg proposed by Strazisar and Denton (1995).
Unlike the loss coefficient, the calculated exit flow angles do not
show significant differences between the various combinations of
turbulence model and grid resolution (Table 5).

Blade Surface Pressure Distribution. The static pressure
distribution has been normalized by the inlet free-stream total
pressure. All results are summarized in Fig. 4 for the midspan and
the side wall section.

The calculated distribution along midspan almost exactly fits the
measured data. No significant difference between the effects of
turbulence models and grid resolution can be found. This was to be
expected as viscous effects have quite a small influence on the
midspan static pressure distribution as long as there are no large
separation regions or laminar separation bubbles. Indeed, a very
small laminar separation bubble exists in reality at ~84 percent
relative chord of the suction surface. Naturaily, a laminar separa-
tion bubble cannot be captured by any turbulent calculation, which
leads to a slight deviation from the experimental pressure distri-
bution at this location.

As to the side wall static pressure distribution, the situation is
quite different. Since this flow region is well inside the side wall
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boundary layer, it is dominated by viscous effects. Hence differ-
ences between grid resolutions and turbulence models are to be
expected.

Agreement between experiment and measurement is still good
at the side wall. Only in the region 0.3 < x/[,, < 0.5 the predicted
static pressure is slightly too high. The differences between grids
and turbulence models are still small with the exception of the k—w
model on the coarse grid, which shows the largest deviation from
the measurements by predicting a local maximum in static pres-
sure.

Pitchwise-Avéraged Entities. The standard method of quan-
tifying secondary flow effects is to display the pitchwise-averaged
variables displayed versus the blade height. Compared with the
global (zero-dimensional) entities the degree of averaging is lower,
allowing more details of the flow io be uncovered.

Pitchwise-Averaged Loss Coefficient. The pitchwise-averaged
loss coefficient w versus the blade height obtained by mass aver-
aging in the plane x//,, = 1.5 (Fig. 5) shows a marked dependence
on the grid resolution. While the agreement close to the midspan
plane (h ~ 150 mm) is within reasonable range (Table 5), the
deviations are rising in the region dominated by secondary flow
phenomena.

Both coarse grid solutions predict the loss peak too far away
from the side wall at 7 ~ 50 mm compared with 40 mm
measured. While the level of the loss peak is still in good
agreement with the experiments, the area of high losses is far
greater than measured. This larger area, representing the inte-
gral mass-averaged loss coefficient, obviously contributes to a
high degree to the high calculated overall losses. In the imme-
diate vicinity of the side wall (A -~ 15 mm) the losses are
slightly underpredicted. Only minor differences between the
turbulence models can be found with the k~w model predicting
local minima and maxima in the loss distribution too distant
from the side wall.

The fine grid computations are in considerably better agree-
ment with the measured data compared with the coarse grid.
The loss peak at & =~ 40 mm has been correctly produced by the
low-Reynolds k—e model as well as the k~w model. The abso-
lute level of the loss coefficient is still too high, particularly in
the case of the k—w model. Although this model predicts the
local minimum # =~ 20 mm at the right position and with the
correct value, the close-wall region is overpredicted. On the
whole, the low-Reynolds k—€e model leads to a more accurate
prediction. :

The influence of grid resolution is clearly dominating the dif-
ferences between the various turbulence models.

Pitchwise-Averaged Flow Angle. Compared with the loss
coefficient, the flow angle has been predicted more accurately.
This has already been observed while examining the global
entities and is also confirmed by its spanwise distribution. A
maximum local deviation of approximately 3 deg is a very
reasonable agreement.

On the coarse grid the high-Reynolds k—e model and the k—w
model perform very similarly. The position of maximum under-
turning, like the corresponding loss peak, has been simulated too
extended and too far away from the side wall. The overturning is
properly positioned but is slightly overemphasized.

Table 6 Mass-averaged flow angle at x/[,, = 1.5

L [ Bo,ms[°] [ B[] ]
Experiment 26.8 27.1
303k Hi-Re-k-€ 26.9 27.6
k-w 27.0 27.4
1,138k Low-Re-k-€ 26.6 27.0
k-w 26.7 27.3
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Fig. 4 Blade surface pressure distribution

The fine grid calculations show an even better agreement. The
spanwise flow angle distribution has been picked up qualitatively
and quantitatively well. The underturning is positioned correctly
(h =~ 35 mm) and is only slightly overpredicted. The greatest
differences between experiment and computation can be found in
the near-wall region where also some differences between the
turbulence models are apparent. The very small local peak in flow
angle in this region cannot be confirmed by the measurements due
to the much coarser experimental resolution.

Again the difference between the two numerical grids is mark-
edly greater than between the various turbulence models.

Local Loss Distribution. Local values have been obtained
directly rather than by any form of averaging. Therefore, they
present the most accurate method of investigating local details of
the flow as no mutnal compensation of any effects can occur. The
local loss coefficients in the evaluated plane x//,, = 1.5 are shown
in Figs. 6 and 7.

Looking upstream to the pressure (PS) and suction side (SS) of the
trailing edge, Figs. 6 and 7 reveal the dominant flow features char-
acteristic of high turning turbine cascades. The experiments show the
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typical shape of the loss distribution with a “two-dimensional” flow
region between 7 = 150 mm (midspan) and %# ~ 75 mm. The
distribution of secondary losses is characterized by three loss cores
(LC1, LC2, LC3). The first loss core has its origin between the
separation lines of the suction side branch of the horseshoe vortex and
the passage vortex. LC2 is directly related to the passage vortex.
Low-energy fluid from the side wall boundary layer is directed toward
the blade suction surface by the circumferential pressure gradient.
There it is rolled up and convected upspan. The passage vortex induces
a counterrotating corner vortex in the corner between side wall and
blade suction surface, leading to the third loss core LC3 (Duden and
Fottner, 1997; Weif}, 1993). All computations are able to reproduce the
loss structure mentioned above though they differ considerably in
quality.

As already discussed (Table 5, Fig. 5), the overall loss level has
been predicted too high.

The coarse grid computations tend to predict the sharply
separated loss centers LC1 and LC2 in a too diffusive manner.
In particular, the k— model calculation tends to amalgamate the
two cores. This behavior can also be observed in CFD calcula-
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Fig. 5 Pitch-averaged loss coefficient and flow angle
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tions of other turbine cascades with comparable grid resolu-
tions, though featuring different turbulence models and numer-
ical schemes (Hah and Loellbach, 1995; Hildebrandt and
Fottner, 1996; Gregory-Smith, 1995). Both turbulence models
used on the coarse grid predicted the location of LC1 too distant
from the side wall and far too extended, which leads to a
significantly smaller extension of the two-dimensional flow
region. The second loss core LC2 has hardly been captured, at
least not clearly. The k~w model found LC2 too far away from
the side wall and too much smeared into LC1. LC3 is repro-
duced fairly well by both turbulence models, although the
required minimum distance of the probe from the side wall
makes a detailed experimental confirmation impossible.

Even at the considered position x/1,, = 1.5, which is located
fairly downstream of the trailing edge, no extensive numerical
“smearing” of the wake can be observed. The circumferential
extension of the wake has been captured by all calculations. This

1.5, grid 303 k

is considered to be mainly a result of the good quality and stream
alignment of the numerical grid in the wake region. The often
observed disturbance of strong flow gradients over several grid
cells could largely be avoided. Only the k—w model on the fine grid
shows a slightly thickened wake.

The improvement on the fine grid is notable. The character-
istic shape of the loss distribution has—compared with the
coarse grid solutions—been reproduced more significantly. The
loss cores LC1 and LC2 are clearly separated. Both their
location and extension are almost identical to the experimental
data. Again, the best results are obtained with the low-Reynolds
k—e model. The higher loss level of the k—w model, which has
already been observed, can be identified more closely by look-
ing at the slightly larger circumferential extension of the wake
and secondary loss region, as well as the more significant corner
vortex losses (L.C3). The latter may explain the differences
between the low-Reynolds k—e model and the k~w model in the
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Fig. 7 Local loss coefficient w at x/l, = 1.5, grid 1138 k

Journal of Turbomachinery

OCTOBER 1999, Vol. 121 [ 715

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



near-wall region already observed with the pitch-averaged loss
distribution (Fig. 5).

Comparing the two computations on the different grids with the
k—~w model, the influence of turbulence modeling can be separated
from the effects of grid refinement, the latter being the far more
dominant parameter.

Conclusion

The flow field inside the linear turbine cascade T106 has been
numerically simulated using the block-structured three-dimensional
Navier—Stokes solver TRACE_S. Computations have been conducted
on numerical grids of different resolution using a variety of turbulence
models. In order to separate the influence of grid resolution and
turbulence modeling, the k&—w model has been used, which can be
applied regardless of any grid resolution constraints. The following
can be summarized:

o Results: The agreement between measurements and compu-
tations satisfies most of the accuracy requirements proposed
by Strazisar and Denton (1995). It could be proved that the
demanded accuracy in pressure rise (*1-2 percent) as well
as in the flow angle (£1-2 deg) has been reached. However,
the loss prediction is still far away from the goal of (£0.5~1
percent) accuracy in the predicted isentropic efficiency. The
lack of appropriate transition criteria and the instability of a
purely laminar calculation demand fully turbulent calcula-
tions. Although the calculated losses are therefore predicted
too high, the shape of the spanwise distributions as well as
the local distributions have been predicted sufficiently accu-
rate.

e Computational Grid: The chosen multiblock topology
leads to a numerical grid of high quality expressed in terms
of orthogonality, resolution, and smoothness. These are es-
sential prerequisites for obtaining accurate results in regions
that are dominated by viscous effects such as those consid-
ered herein. The influence of the grid refinement from an
already reasonably fine 303,000 points to 1,138,000 points
half-span was the most dominating parameter during this
study. The often heard statement of a grid-independent so-
lution beyond 300,000 points for testcases like this one
cannot be confirmed.

e Turbulence Modeling: The influence of turbulence model-
ing was found to be considerably less significant than grid
resolution. The results achieved by the k—e model, in its
standard as well as in its low-Reynolds formulation, differ
only in details from the k—w model. These differences
mostly appear in the near wall regions. The low-Reynolds
k—e model performed best of all considered models. It
should be remembered that typical Reynolds numbers for
turbomachinery applications in conjunction with a maximum
nondimensional wall distance of y* = 2 require numerical
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grid resolution on the order of 10° points per blade row.
Therefore, the use of this model in a turbomachinery design
environment may yet be limited by its large requirements of
computational resources.
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Viscous and Inviscid Linear/
Nonlinear Calculations Versus
Quasi-Three-Dimensional
Experimental Cascade Data for
a New Aeroelastic Turbine
Standard Configuration

This paper presents a new International Standard Configuration to be added to an already
existing set of 10 configurations for unsteady flow through vibrating axial-flow turboma-
chine cascades. This 11" configuration represents a turbine blade geometry with tran-
sonic design flow conditions with a normal shock positioned at 75 percent real chord on
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A. Bolcs the suction side. Out of a set of test cases covering all relevant flow regimes two cases
were selected for publication: A subsonic, attached flow case, and an off-design transonic
case showing a separation bubble at 30 percent real chord on the suction side. The

P. Ott performed tests are shown to be repeatable and suitable for code validations of numerical

models predicting flutter in viscous flows. The validity of the measured data of the two
public cases was examined and comparisons with other tests were conducted. Sometimes
a large difference in aerodynamic damping was observed on cases with similar flow
conditions. This was investigated at three transonic cases with almost identical inlet flow
conditions and only small variations in outlet Mach number. It was found that the
differences in the global damping are due to very local changes on the blade surface in
the shock region, which obtain a large influence by the integration because of the discrete
measuring points. Hence it is recommended not to look at the global damping for code
validations but more precisely to the local values. These show a common tendency, which
is reproducible with different numerical methods. This was demonstrated with a potential
model, a linear Euler model, a nonlinear Euler model, and a Navier-Stokes solver, all
applied to predict flutter of each test case with a 2D/Q3D approach. This paper demon-
strates both the limitations of inviscid codes to predict flutter in viscous flow regimes, and
their cost advantage in attached flow calculations. The need for viscous code development
and validation is pointed out. This should justify and encourage the publication of
thoroughly measured test cases with viscous effects.
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dation and for a better physical understanding of unsteady flow
phenomena, and especially the propagation of disturbances,

Introduction

Several unsteady prediction models for flutter at attached fow

conditions have appeared in the open literature (and as confidential
design methods in the industry) over the last decade (see, for
example, Verdon and Caspar, 1984; Whitehead and Newton, 1985;
Fransson and Pandolfi, 1986; Smith, 1989; Hall et al., 1989; He,
1990; Whitehead, 1990; Sidén, 1991; Holmes and Chuang, 1991;
Huff, 1991; Carstens et al., 1993; Giles and Heimes, 1993; Kahl
and Klose, 1991; Gerolymos and Vallet, 1996; Groth et al., 1996;
Griiber and Carstens, 1998). Several of these models show good to
excellent agreement against selected test cases of mainly two-
dimensional nature. However, the number of internationally ac-
cepted test cases for turbomachine blade flutter studies is largely
limited to a data base established as part of the Symposium series
“Unsteady Aerodynamics and Aeroelasticity in Turbomachine
Cascades.” This database is documented in two reports by Bélcs
and Fransson (1986) and Fransson and Verdon (1991). A large
need for more well-documented experimental data for code vali-
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Sweden, June 2-5, 1998. Manuscript received by the International Gas Turbine
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Kielb.
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through vibrating cascades exists throughout the aeroelastic re-
search community.

Some years ago extensive experiments on a two-dimensional
section of a vibrating last-stage gas turbine blade (54 percent span)
were performed in the annular test rig at the EPF-Lausanne (Bolcs
et al., 1991; Bolcs and Korbicher, 1993). Many experiments have
also been performed on the same geometry in the linear test facility
at the EPFL (Norryd and Béles, 1997; Ott et al., 1998). This
substantial database, especially the one from the annular test
facility, has been used by a few researchers for code validation
over the years (Bolcs et al., 1991; Carstens et al., 1993; Leyland et
al., 1994; Griiber and Carstens, 1998). However, the blade geom-
etry has not been available to the larger research community until
presently.

Objective

The objective of the present paper is, for the first time, to make
general unsteady data of the well-documented experiments, per-
formed in an annular test facility, on a low-pressure gas turbine
blade section available to the larger research community. In this
process, the experimental results should be scrutinized in detail
against some selected numerical models of different complexities,

OCTOBER 1999, Vol. 121 / 717

Downloaded 01 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



with the aim to establish inconsistencies between the experiments
and the models, as well as eventual differences between the vari-
ous models.

Method of Attack

Out of the large quantity of experimental results available, a few
test cases have been selected with the aim to illustrate the quality’
of the data, both as regards to the repeatability of the steady-state
and unsteady results, and regards changes in unsteady behavior
due to small variations in the outlet flow conditions. Such a process
is of importance for any experimental results presented with the
aim of comparison with theory or numerical results, and specifi-
cally for unsteady experiments, where data can only be obtained at
discrete locations on a blade surface. Results from three series of
subsonic, transonic, and supersonic outlet Mach numbers will be
analyzed, with emphasis on the most critical conditions (tran-
sonic). Along these lines the importance of looking at the detailed
unsteady pressure distribution along the blade surface is illustrated
by demonstrating that the global aerodynamic damping determined
from discrete pressure transducer locations in the experiments can
vary significantly because of small inevitable inconsistencies in the
experimental conditions.

Thereafter, numerical results from four different numerical
methods are presented and compared to the experimental data.

Finally, two selected experiments are proposed as test cases for
the new 11th Standard Configuration on Unsteady Flow Through
Vibrating Turbomachine Cascades. They represent one subsonic
case for code calibration and one transonic off-design case with
high-incidence inlet flow angle and a separation bubble on the
suction surface leading edge, which should be a challenge for
viscous prediction model development. These cases including full
geometry will be provided on the Internet together with the Inter-
national Standard Configurations 1-10 (internet address: http://
www.egi.kth.se/ekv/stcf).

Brief Description of Test Facility and Geometry

Several flow cases were studied in the annular non rotating
cascade facility at EPF-Lausanne, which is schematically drawn in
Fig. 1. The main features can be summarized as follows: Inlet and
outlet conditions can be varied over a large range, where a two-
settling-chamber system allows to adjust the radial flow distribu-
tion at the inlet to the blade channel. The outer diameter of the test
section is 400 mm, and the blade span is 40 mm.

The test facility is supplied with air by a four-stage radial
compressor with a maximum mass flow rate of 10 kg/s and a

Nomenclature

9 Cylindrical optic

10 Wall pressure taps

11 Outlet flow collector
12 Outlet vanes

— Boundary layer suction

1.2 Inlet valves

3.4 Settling cambers
5,6 Inlet guide vanes

7 Test cascade

8 Aecrodynamic probes

Fig.1 Schematic view of the test facility at LTT/EPFL (Bolcs and Frans-
son, 1986)

maximum pressure ratio of 3.5. An additional compressor is used
to draw off the wall boundary layers (Fig. 1).

In order to simulate unsteady flow conditions in the test cascade,
all 20 blades are electromagnetically excited and controlled to
vibrate in traveling wave mode. This includes the control of
vibration amplitude, vibration frequency, and the interblade phase
angle. The suspensions of the blades are designed to reproduce the
eigenfrequency and bending direction of the first bending mode of
the blade performing a solid blade motion. Also single-blade
vibration data were collected to obtain the influence coefficients.
More detailed information of the test facility can be found from
Bolcs (1983), Bolcs and Fransson (1986), Bélcs et al. (1991), and
Bolcs and Korbdcher (1993).

Geometry and measuring planes of the presented configuration
are illustrated in Fig. 2. Geometry data have recently been made
available for all interested researchers and will be published on the
internet aligned with this document.

Measurements of static and total pressures as well as the flow
angles were done in the planes el and e2 before and behind the
cascade (Fig. 2). The blade surface distributions of steady and
unsteady pressures were measured with pressure taps for the
steady-state and miniaturized piezo-resistive pressure transducers

A; = area elements of data points i
projected into bending direc-
tion, normalized with ¢ (sign:
onss > 0, onps <0)

¢ = chord, m

IBPA, o = interblade phase angle, deg
k= (2 o .f‘ C)/(2 ‘ VZexp) =
reduced frequency based on
half chord and experimental
outlet velocity

& = bending direction, deg
¢, ¢;, phi~ = phase of unsteady pres-
sure coefficient (first
harmonic), deg
T = pitch, m

cp = (p — pD/(ptl — pl) = M = Mach number R
steady pressure coefficient p = pressure, Pa Subscripts
Ep(x, 1y = [c p(x, D)h(ptl — pl)] sf = (prl — pDnovar/(ptl — 1 = inlet
= unsteady pressure coeffi- p1)exe = scaling factor in 2 = outlet
cient ) NOVAK i = data point
¢,, €, = amplitude of unsteady pres- v = velocity, m/s is = isentropic
sure coefficient (first har- x = chordwise coordinate, m t = total values
monic) XILLE,=-%,&;"A,sin¢, = tan = tangential
e = probe distance, m aerodynamic damping due to ~ = unsteady perturbation
f = frequency, Hz bending >0: stable, <0: un- value (without steady
h = bending amplitude, m stable : part)
H = enthalpy, J/kg/K

B = relative flow angle, deg
Y

= stagger angle, deg
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Fig. 2 STCF 11 turbine geometry at midspan (Bolcs and Kérbicher,
1993)

for the time-dependent data measurements, all embedded at mid-
span on different blades. The measured flow cases on this config-
uration vary in incidence flow angles from 6 deg to 48 deg and in
isentropic outlet Mach number from 0.64 to 1.46. The blade was
designed for nominal flow conditions with an incidence angle of
16.8 deg and My, = 1.0.

Quality of Experimental Results

Steady Results, A review of the available steady test data
shows that the obtained results are highly repeatable (Bélcs et al.,
1991). Figure 3 gives an example of steady, transonic off-design
data, which also demonstrates this on very sensitive flow cases.
Due to small changes of the flow conditions, the position of the
shock impingement was determined to vary with about 5 percent
chord length for these cases. The number of measuring points on
the blade surfaces is sufficient to detect the shock and the separa-
tion which occur on the suction side surface. The shown off-design
cases indicate a separation bubble to be present from leading edge
to 30 percent of true chord and a shock at about 75 percent of true

—l— B1=;34 deg, NQis:O.IQQ
14 43¢ B1=33 deg. Meis=1.04
—&— B1=35 deg. M2is=0.99
—=—31=33 deg. MRis=1.19
—6—B1=33 deg. M2is=1.42

1 k
2
508
0.6
0.4
0.2 ]
'/
0
0 0.2 0.4 0.6 0.8 1

xfc

Fig. 3 Transonic off-design test cases on STCF 11
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Fig. 4 Global damping of transonic cases

chord. A more detailed discussion on these results and their repe-
tivity can be found in (Bolcs et al., 1991; 1993). The underlined
case in Fig. 3 is made public with this document.

Reasons for the deviations between experimental data and nu-
merical results even for subsonic attached flow (see page 7) are not
known in detail. They might be found in real flow effects, which
can not be captured by the applied numerical models or are lost
due to the measuring technique (e.g., three-dimensional effects,
side wall boundary layers, inaccuracies in measurement of pres-
sures, estimation of flow angles, averaging of flow values over
pitch and span).

Unsteady Results. The unsteady results presented here are
shown to be highly repeatable (Bolcs et al., 1991), but for similar
flow cases large differences of aerodynamic damping were ob-
served.

These were strongest in the transonic flow regimes compared to
subsonic or supersonic flow cases. Figure 4 plots the aerodynamic
damping for three cases in the transonic flow region with similar
inlet flow conditions. From such a figure it would be tempting to
draw the conclusion that the experimental data are useless. How-
ever, to analyze the differences more in detail, the local values of
pressure coefficients have been compared. Figures 5 and 6 show
these for an interblade phase angle of 108 deg, where the differ-
ences in global aerodynamic damping were found to be large
(compare Fig. 4).

It can be observed that all three cases show the same tendency
in amplitude as well as in phase of the unsteady pressure response:
The pressure side response shows a relatively small and constant
amplitude with stabilizing phase. All cases show high but stabi-
lizing amplitudes close to the leading edge on the suction side,
whereas the response tends to be destabilizing in the shock region
on the suction side with relatively high amplitudes.

It is obvious that the main differences in aerodynamic damping
are caused by differences in the data from the shock region, which
has the highest influence on the damping («¢&,; - sin ¢;). These
data are highly dependent on the exact position of the shock
relative to the pressure transducers location. As discussed in the
steady-state experimental results, the shock impingement position
itself is very sensitive, especially for high incidence flow cases
(Boles et al., 1991).

Hence, due to the limited number of pressure transducers on the
pressure side (max. six transducers/channel) and on suction side
(max. seven transducers/channel) the integration of the experimen-
tal data over the blade surface does not always lead to accurate
results. Moreover, the obtained value is very sensitive to small
changes in the flow and the following changes in shock position.
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Fig.5 Unsteady pressure (amplitude and phase of first harmonic) pres-
sure side

The following sample case study on the third case in Fig. 4
(My, = 1.00) demonstrates this: To change the aerodynamic
damping at an IBPA of 72 deg from the original value of —1.687
to —3 (see arrow in Fig. 4), which would fit the value into a
harmonic pattern, the following local change close to the shock
(point x/c = 0.78) would be sufficient: increase of &, by about 25
percent (from 20.55 to 25.55). This corresponds only to a small
shift in shock position, what can be judged from Fi